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Glossary of Common Terms 
The following table contains some terms used in this technical report and their meanings. Some 
of these terms are used universally in the assessment community, and some of these terms are 
used commonly by psychometric professionals. A glossary of accommodation terms as applied 
to the PSSA is provided in Chapter Ten. 

Table G–1. Glossary of Terms 

Term Common Definition 

Ability In the context of scaling, a latent-trait characteristic indicating the level of an 
individual on a particular construct or competence in a particular area. Following 
Rasch literature, ability is used as a generic term for the construct that is being 
measured by test. Competence, achievement, learning and status are alternative 
terms that are sometimes used, but all are subject to some degree of 
misinterpretation. 

Adjacent 
Agreement 

A score/rating difference of one (1) point in value usually assigned by two different 
raters under the same conditions (e.g., two independent raters give the same paper 
scores that differ by one point). 

Alternate Forms Two or more versions of a test that are considered exchangeable, i.e., they measure 
the same constructs in the same ways, are intended for the same purposes, and are 
administered using the same directions. More specific terminology applies 
depending on the degree of statistical similarity between the test forms (e.g., parallel 
forms, equivalent forms, and comparable forms) where parallel forms refers to the 
situation in which the test forms have the highest degree of similarity to each other. 

Average A measure of central tendency in a score distribution that usually refers to the 
arithmetic mean of a set of scores. In this case, it is determined by adding all the 
scores in a distribution and then dividing the obtained value by the total number of 
scores. Sometimes people use the word average to refer to other measures of central 
tendency such as the median (the score in the middle of a distribution) or mode (the 
score value with the greatest frequency). 

Bias In a statistical context, bias refers to any source of systematic error in the 
measurement of a test score. In discussing test fairness, bias may refer to construct-
irrelevant components of test scores that differentially affect the performance of 
different groups of test takers (e.g., gender, ethnicity). Attempts are made to reduce 
bias by conducting item fairness reviews and various differential item functioning 
(DIF) analyses, detecting potential areas of concern, and either removing or revising 
the flagged test items prior to the development of the final operational form of the 
test. Also see Differential Item Functioning. 

Constructed-
Response Item 

See open-ended item. 

Content Validity 
Evidence 

Evidence regarding the extent to which a test provides an appropriate sampling of a 
content domain of interest (e.g., assessable portions of a state’s Grade 6 mathematics 
curriculum in terms of the knowledge, skills, objectives, and processes sampled). 
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Term Common Definition 

Core-Linking 
Item 

Items that are utilized during the linking process (see Linking). They are a subset of 
the PSSA-M operational items and so they: 1) are the same on all test forms for any 
grade/subject area test, and 2) contribute to student total raw scores and scaled 
scores. 

Criterion- 
Referenced 
Interpretation 

When a score is interpreted as a measure of a student’s performance as with respect 
to an expected level of mastery, educational objective, or standard. The types of 
resulting score interpretations provide information about what a student knows or 
can do with respect to a given content area. 

Cut Score A specified point on a score scale such that scores at or above that point are 
interpreted or acted upon differently from scores below that point. For example, a 
score designated as the minimum level of performance needed to pass a competency 
test. One or more cut scores can be set for a test that results in dividing the score 
range into various proficiency level ranges. Methods for establishing cut scores vary. 
See Performance Level Setting. 

Decision 
Consistency 

The extent to which classifications based on test scores would match the decisions 
based on scores from a second, parallel form, of the same test. It is often expressed 
as the proportion of examinees that are classified the same way from the two test 
administrations. 

Differential Item 
Functioning (DIF) 

A statistical property of a test item in which different groups of test takers (who have 
the same total test score) have different average item scores or, in some cases, 
different rates of choosing various item options. Also see Bias. 

Distractor An incorrect option in a multiple-choice item (also called a foil). 

Equating The strongest of several linking methods used to establish comparability between 
scores from multiple tests. Equated test scores should be considered exchangeable. 
Consequently, the criteria needed to refer to a linkage as equating are strong and 
somewhat complex (equal construct and precision, equity, and invariance). In 
practical terms, it is often stated that it should be a matter of indifference to a student 
if he/she takes any of the equated tests. See also Linking. 

Equating Block 
(EB) Items 

The PSSA-M uses multiple test forms for each grade/subject area test. Each form is 
composed of operational (OP) items, equating block (EB) items, and field test (FT) 
items. EB items are utilized during the linking process (see Linking). Each test form 
includes a set of EB items. EB items are not part of any student scores. 

Error of 
Measurement  

The amount by which the score actually received (an observed score) differs from a 
hypothetical true score. Also see Standard Error of Measurement. 

Exact Agreement When identical scores/ratings are assigned by two different raters under the same 
conditions (e.g., two independent raters give a paper the same score). 
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Term Common Definition 

Field Test (FT) 
Items 

The PSSA-M uses multiple test forms for each grade/subject area test. Each form is 
composed of operational (OP) items, equating block (EB) items, and field test (FT) 
items. An FT item is a newly-developed item that is ready to be tried out to 
determine its statistical properties (e.g., see P-value and Point-Biserial Correlation). 
Each test form includes a set of FT items. FT items are not part of any student 
scores. 

Frequency The number of times that a certain value or range of values (score interval) occurs in 
a distribution of scores. 

Frequency 
Distribution 

A tabulation of scores from low to high or high to low showing the number and/or 
percent of individuals who obtain each score or who fall within each score interval 
or category. 

Infit/Outfit Statistical indicators of the agreement of the data and the measurement model. See 
also Outfit/Infit. 

Item Difficulty For the Rasch model, the dichotomous item difficulty represents the point along the 
latent trait continuum where an examinee has a 0.50 probability of making a correct 
response. For a polytomous item, the difficulty is the average of the item’s step 
difficulties (see Step Difficulty). 

Key The correct response option for a multiple-choice item. 

Linking A generic term referring to one of a number of processes by which scores from one 
or more tests are made comparable to some degree. Linking includes several classes 
of transformations (equating, scale alignment, prediction, etc.). Equating is 
associated with the strongest degree of comparability (exchangeable scores). Other 
linkages may be very strong, but fail to meet one or more of the strict criteria 
required of equating. Also see Equating. 

Logit The fundamental unit of measurement in the Rasch model used to express both item 
difficulties and person locations. When expressing person locations, logits are 
invariably transformed into Scale Scores through a simple linear transformation 
before reporting (also see Scaled Score). When expressing item difficulties, logits 
are transformed p-value (also see P-value). The logit difficulty scale is inversely 
related to p-values. A higher logit value would represent a relatively harder item, 
while a lower logit value would represent a relatively easier item. 

Mean Also referred to as the arithmetic mean of a set of scores, mean is found by adding 
all the score values in a distribution and dividing by the total number of scores. For 
example, the mean of the set {66, 76, 85, and 97} is 81. The value of a mean can be 
influenced by extreme values in a score distribution. 

Measure A Rasch estimate (or calibration) for a parameter, i.e., a person ability-parameter 
estimate, or an item difficulty-parameter estimate. 
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Term Common Definition 

Median The middle point or score in a set of rank-ordered observations that divides the 
distribution into two equal parts such that each part contains 50 percent of the total 
data set. More simply put, half of the scores are below the median value and half of 
the scores are above the median value. As an example, the median for the following 
ranked set of scores {2, 3, 6, 8, 9} is 6. 

Multiple-Choice 
Item (MC) 

A type of item format that requires the test taker to select a response from a group of 
possible choices, one of which is the correct answer (or key) to the question posed. 
Also see Open-Ended Item. 

N-count Sometimes designated as N or n, it is the number observations (usually individuals 
or students) in a particular group. Some examples include: the number of students 
tested, the number of students tested from a specific subpopulation (e.g., females), 
the number of students who attained a specific score, etc. In the following set {23, 
32, 56, 65, 78, 87}, n = 6. 

Open-ended  
Item (OE) 

An open-ended (OE) item—referred to by some as a constructed-response (CR) 
item—is an item format that requires examinees to create their own responses, which 
can be expressed in various forms, (e.g., written paragraph, created table/graph, 
formulated calculation). Such items are frequently scored using more than two score 
categories, that is, polytomously (e.g., 0, 1, 2, and 3). This format is in contrast to 
when students make a choice from a supplied set of answers options (e.g., multiple-
choice items (MC) which are typically dichotomously scored as right = 1 or 
wrong = 0). When interpreting item difficulty and discrimination indices it is 
important to consider whether an item is polytomously or dichotomously scored. 

Operational 
Item 

The PSSA-M uses multiple test forms for each grade/subject area test. Each form is 
composed of operational (OP) items, equating block (EB) items, and field test (FT) 
items. OP items are the same on all forms for any grade/subject area test. Student 
total raw scores and scaled scores are based exclusively on the OP items. 

Outfit/Infit Statistical indicators of the agreement of the data and the measurement model. Infit 
and Outfit are highly correlated, and both are highly correlated with the point-
biserial correlation. Underfit can be caused when low-ability students correctly 
answer difficult items (perhaps by guessing or atypical experience) or high-ability 
students incorrectly answer easy items (perhaps because of carelessness or gaps in 
instruction). Any model expects some level of variability, so overfit can occur when 
nearly all low-ability students miss an item while nearly all high-ability students get 
the item correct. 

Percent Correct When referring to an individual item, the percent correct is the item’s p-value 
expressed as a percent (instead of a proportion). When referring to a total test score, 
it is the percentage of the total number of points that a student received. The percent 
correct score is obtained by dividing the student’s raw score by the total number of 
points possible and multiplying the result by 100. Percent Correct scores are often 
used in criterion-referenced interpretations and are generally more helpful if the 
overall difficulty of a test is known. Sometimes Percent Correct scores are 
incorrectly interpreted as Percentile Ranks. 
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Term Common Definition 

Percentile The score or point in a score distribution at or below which a given percentage of 
scores fall. It should be emphasized that it is a value on the score scale, not the 
associated percentage (although sometimes in casual usage this misinterpretation is 
made). For example, if 72 percent of the students score at or below a Scaled Score of 
1500 on a given test, then the Scaled Score of 1500 would be considered the 72nd 
percentile. As another example, the median is the 50th percentile. 

Percentile Rank The percentage of scores in a specified distribution falling at/below a certain point 
on a score distribution. Percentile Ranks range in value from 1 to 99, and indicate 
the status or relative standing of an individual within a specified group, by indicating 
the percent of individuals in that group who obtained equal or lower scores. An 
individual’s percentile rank can vary depending on which group is used to determine 
the ranking. As suggested above, Percentile and Percentile Rank are sometimes used 
interchangeably; however strictly speaking, a percentile is a value on the score scale. 

Performance 
Level Descriptors 

Descriptions of an individual’s competency in a particular content area, usually 
defined as ordered categories on a continuum, often labeled from Below Basic-M to 
Advanced-M, that constitute broad ranges for classifying performance. The exact 
labeling of these categories, and narrative descriptions, may vary from one 
assessment or testing program to another. 

Performance 
Level Setting  

Also referred to as standard setting, a procedure used in the determination of the cut 
scores for a given assessment that is used to measure students’ progress towards 
certain performance standards. Standard setting methods vary (e.g., modified 
Angoff, Bookmark Method, etc.), but most use a panel of educators and expert 
judgments to operationalize the level of achievement students must demonstrate in 
order to be categorized within each performance level. 

Point-Biserial  
Correlation  

In classical test theory this is an item discrimination index. It is the correlation 
between a dichotomously scored item and a continuous criterion, usually represented 
by the total test score (or the corrected total test score with the reference item 
removed). It reflects the extent to which an item differentiates between high-scoring 
and low-scoring examinees. This discrimination index ranges from –1.00 to +1.00. 
The higher the discrimination index (the closer to +1.00), the better the item is 
considered to be performing. For multiple-choice items scored as 0 or 1, it is rare for 
the value of this index to exceed 0.5 

P-value An index indicating an item’s difficulty for some specified group (perhaps grade). It 
is calculated as the proportion (sometimes percent) of students in the group who 
answer an item correctly. P-values range from 0.0 to 1.0 on the proportion scale. 
Lower values correspond to more difficult items and higher values correspond to 
easier items. P-values are usually provided for multiple-choice items or other items 
worth one point. For open-ended items or items worth more than one point, 
difficulty on a p-value-like scale can be estimated by dividing the item mean score 
by the maximum number of points possible for the item. Also see Logit. 
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Term Common Definition 

Raw Score Sometimes abbreviated as RS—it is an unadjusted score usually determined by 
tallying the number of questions answered correctly, or by the sum of item scores 
(i.e., points). (Some rarer situations might include formula-scoring, the amount of 
time required to perform a task, the number of errors, application of basal/ceiling 
rules, etc.). Raw scores typically have little or no meaning by themselves and require 
additional information—like the number of items on the test, the difficulty of the test 
items, norm-referenced information, or criterion-referenced information. 

Reliability  The expected degree to which test scores for a group of examinees are consistent 
over exchangeable replications of an assessment procedure, and therefore, 
considered dependable and repeatable for an individual examinee. A test that 
produces highly consistent, stable results (i.e., relatively free from random error) is 
said to be highly reliable. The reliability of a test is typically expressed as a 
reliability coefficient or by the standard error of measurement derived by that 
coefficient. 

Reliability 
Coefficient  

A statistical index that reflects the degree to which scores are free from random 
measurement error. Theoretically, it expresses the consistency of test scores as the 
ratio of true score variance to total score variance (true score variance plus error 
variance). This statistic is often expressed as correlation coefficient (e.g., correlation 
between two forms of a test) or with an index that resembles a correlation coefficient 
(e.g., calculation of a test’s internal consistency using Coefficient Alpha). Expressed 
this way, the reliability coefficient is a unitless index. The higher the value of the 
index (closer to 1.0), the greater the reliability of the test. Also see Standard Error of 
Measurement. 

Scaled Score  A mathematical transformation of a raw score developed through a process called 
scaling. Scaled scores are most useful when comparing test results over time. Several 
different methods of scaling exist, but each is intended to provide a continuous and 
meaningful score scale across different forms of a test. 

Selected-
Response Item 

See multiple-choice item. 

Spiraling A packaging process used when multiple forms of a test exist and it is desired that 
each form be tested in all classrooms or other grouping unit (e.g., schools) 
participating in the testing process. This process allows for the random distribution 
of test booklets to students. For example, if a package has four test forms labeled A, 
B, C, & D, the order of the test booklets in the package would be: A, B, C, D, A, B, 
C, D, A, B, C, D, etc. 
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Term Common Definition 

Standard 
Deviation (SD) 

A statistic that measures the degree of spread or dispersion of a set of scores. The 
value of this statistic is always greater than or equal to zero. If all of the scores in a 
distribution are identical, the standard deviation is equal to zero. The further the 
scores are away from each other in value, the greater the standard deviation. This 
statistic is calculated using the information about the deviations (distances) between 
each score and the distribution’s mean. It is equivalent to the square root of the 
variance statistic. The standard deviation is a commonly used method of examining a 
distribution’s variability since the standard deviation is expressed in the same units 
as the data. 

Standard Error  
of Measurement 
(SEM) 

Abbreviated SEM, it is the amount an observed score is expected to fluctuate around 
the true score. As an example, across replications of a measurement procedure, the 
true score will not differ by more than plus or minus one standard error from the 
observed score about 68 percent of the time (assuming normally distributed errors). 
The SEM is frequently used to obtain an idea of the consistency of a person’s score 
in actual score units, or to set a confidence band around a score in terms of the error 
of measurement. Often a single SEM value is calculated for all test scores. On other 
occasions, however, the value of the SEM can vary along a score scale. Conditional 
standard errors of measurement (CSEMs) provide an SEM for each possible scaled 
score. 

Step Difficulty Step difficulty is a parameter estimate in Master’s partial credit model (PCM) that 
represents the relative difficulty of each score step (e.g., going from a score of 1 to a 
score of 2). The higher the value of a particular step difficulty, the more difficult a 
particular step is relative to other score steps (e.g., is it harder to go from a 1 to a 2, 
or to go from a 2 to a 3). 

Strand 

 

On score reports, a strand often refers to a set of items on a test measuring the same 
contextual area (e.g., Number Sense in Mathematics). Items developed to measure 
the same reporting category would be used to determine the strand score (sometimes 
called subscale score). 

Technical 
Advisory 
Committee (TAC) 

A group of individuals, most often professionals in the field of testing, that are either 
appointed or selected to make recommendations for and to guide the technical 
development of a given testing program. 

Validity  The degree to which accumulated evidence and theory support specific 
interpretations of test scores entailed by the purposed uses of a test. There are 
various ways of gathering validity evidence. 
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Preface: An Overview of Modified Assessments from 2008 to the 
Present 

The Pennsylvania System of School Assessment with Modified Academic Achievement 
Standards (PSSA-M) is a statewide system designed to meet the No Child Left Behind Act of 
2001 (NCLB) requirement that all students be included in state assessment and accountability 
systems. The target population consists of those students who function above the one percent of 
students with the most severe cognitive impairments who are eligible to take the Pennsylvania 
Alternate System of Assessment (PASA), but whose disabilities inhibit their ability to respond to 
the standard PSSA, even with accommodations. The Pennsylvania Academic Assessment 
Anchor Content Standards, further delineated by the Eligible Content for Mathematics, Reading 
and Science, is the basis for test development. To facilitate students’ ability to demonstrate their 
grade-level content knowledge and skills, revisions were made to assessment tasks, (e.g., items, 
passages, graphics/stimuli, scenarios) with the goal of minimizing or removing processing 
effects (e.g., cognitive, linguistic) or physical challenges related to students’ disabilities without 
significant alteration of the assessed construct. 

The introduction of an operational mathematics modified assessment in 2010 moved closer to 
reality with a major standalone field test at Grades 48, and 11 in May of 2009. Operational 
modified assessments for reading and science, scheduled for implementation in spring 2011, 
underwent item development in 2009 and field testing in 2010.  

To assist the reader in navigating through the year-to-year developmental activity of the 
PSSA-M, tables are presented along with explanatory text. Provided is an overview of the 
subject areas assessed, time of year the testing activity took place, and the type of testing that 
occurred (e.g., operational, field testing, Grade 12 retest). 

ASSESSMENT ACTIVITIES OCCURRING IN THE 2008–09 SCHOOL YEAR 

Table P–1 shows the plan for the field testing of modified assessments for mathematics during 
the 2008–09 school year. Following the spring operational assessment of the PSSA, a separate, 
standalone field test of items developed for Pennsylvania Assessment Anchors and Eligible 
Content in mathematics was conducted at Grades 4 through 8, and Grade 11. Item development 
for these new assessments took place during 2008. 

Table P–1. Field Testing of Modified Assessments  
During the 2008–09 School Year 

Grade Assessment Activity Date 

4 Standalone field test in mathematics modified May 2009 

5 Standalone field test in mathematics modified  May 2009 

6 Standalone field test in mathematics modified May 2009 

7 Standalone field test in mathematics modified May 2009 

8 Standalone field test in mathematics modified May 2009 

11 Standalone field test in mathematics modified May 2009 
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ASSESSMENT ACTIVITIES OCCURRING IN THE 2009–10 SCHOOL YEAR 

Table P–2 shows the assessment plan for modified assessments during the 2009–10 school year. 
The mathematics modified assessments became operational for Grades 4 through 8 and Grade 11 
and were incorporated in the administration of the PSSA as a test version for eligible students 
with disabilities. There was an April test window with a make-up period extending through the 
first week of May for all assessments. Field testing for mathematics was embedded as part of the 
operational assessments at each grade level. As for the regular PSSA, a fall retest opportunity at 
Grade 12 will be implemented for students taking the mathematics modified assessment.  

Standalone field tests in reading and science modified were conducted subsequent to 
administration of the spring PSSA. Item development for these new assessments took place 
during 2009. 

Table P–2. Operational Assessment and Field Testing  
During the 2009–10 School Year 

Grade Assessment Activity Date 

4 Operational mathematics modified with embedded field test  April/May 2010 

Standalone field test in reading modified May 2010 

5 Operational mathematics modified with embedded field test April/May 2010 

Standalone field test in reading modified May 2010 

6 Operational mathematics modified with embedded field test  April/May 2010 

Standalone field test in reading modified May 2010 

7 Operational mathematics modified with embedded field test  April/May 2010 

Standalone field test in reading modified May 2010 

8 Operational mathematics modified with embedded field test April/May 2010 

Standalone field test in reading modified May 2010 

Standalone field test in science modified May 2010 

11 Operational mathematics modified with embedded field test April/May 2010 

Standalone field test in reading modified May 2010 

Standalone field test in science modified  May 2010 
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ASSESSMENT ACTIVITIES PLANNED FOR THE 2010–11 SCHOOL YEAR 

Table P–3 shows the assessment plan for modified assessments during the 2010–11 school year. 
This will be the second year for which the mathematics modified assessment is operational and 
the first year of implementation for the reading and science modified. There will be no embedded 
field testing as part of the operational modified assessments.  

The modified assessments will become operational for reading at Grades 4 through 8 and 
Grade 11, and for science at Grades 8 and 11. As for the regular PSSA, a fall retest opportunity 
at Grade 12 will be implemented for students taking the mathematics modified assessment. A 
retest opportunity will become available in the fall of 2011 for students failing to reach the 
proficient level on the reading and/or science modified assessments. 

Table P–3. Operational Assessment and Field Testing  
During the 2010–11 School Year (Planned) 

Grade Assessment Activity Date 

4 Operational mathematics modified  March 2011 

Operational reading modified  March 2011 

5 Operational mathematics modified  March 2011 

Operational reading modified  March 2011 

6 Operational mathematics modified  March 2011 

Operational reading modified  March 2011 

7 Operational mathematics modified  March 2011 

Operational reading modified  March 2011 

8 Operational mathematics modified  March 2011 

Operational reading modified  March 2011 

Operational science modified  May 2011 

11 Operational mathematics modified  March 2011 

Operational reading modified  March 2011 

Operational science modified  May 2011 

12 Retest opportunity for students who as Grade 11 students in the 
spring of 2010 failed to reach at least the Proficient level in 
mathematics modified. 

October/ 
November 2010 
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Chapter One: Background of the Modified Pennsylvania System of 
School Assessment (PSSA-M) 

This brief overview of a decade of change in Pennsylvania’s assessment program summarizes 
the state and federal regulations that have continued to shape the design and development of the 
program. Among the changes are those involving content structure for reading, mathematics, and 
writing, the addition of science to the subject areas assessed, the expansion of grade levels 
assessed for reading and mathematics, the implementation of an alternate assessment for students 
with very severe disabilities, and the implementation of a modified assessment for a group of IEP 
students whose disabilities inhibit their ability to respond to a regular assessment. 

STATE AND FEDERAL REGULATIONS AFFECTING THE PSSA 

The Pennsylvania System of School Assessment (PSSA) program underwent major structural 
changes in test content with the State Board of Education’s adoption of the Pennsylvania 
Academic Standards for Reading, Writing, Speaking and Listening, and Mathematics in January 
1999 (Pennsylvania State Board of Education, 1999). The Academic Standards, which are part of 
Chapter 4 Regulations on Academic Standards and Assessment, detailed what students should 
know (knowledge) and be able to do (skills) at various grade levels. Subsequently, the State 
Board approved a set of criteria defining Advanced, Proficient, Basic, and Below Basic levels of 
performance. Reading and mathematics performance level results were reported at both the 
student and school levels for the 2000 PSSA. At that point, the PSSA became a standards-based, 
criterion-referenced assessment measuring student attainment of the Academic Standards at 
Grades 5, 8, and 11. In 2003, a reading and mathematics assessment at Grade 3 was added. Act 
16 of Pennsylvania Senate Bill 652 in 2000, redefined the PSSA to include science and State 
Board adoption of Science and Technology Standards on July 12, 2001, and the Environment 
and Ecology Standards on January 5, 2002, thereby laying the groundwork for a future science 
assessment. At the federal level, PL 107110, the No Child Left Behind Act of 2001 (NCLB) 
stipulated that states must develop reading and mathematics assessments in Grades 38 and at 
least once betweens Grades 9 and 12. 

PURPOSES OF THE PSSA 

Chapter 4 regulations stipulated that the purposes of the PSSA are to: 

 Provide students, parents, educators, and citizens with an understanding of student 
and school performance. 

 Determine the degree to which programs enable students to attain proficiency of 
academic standards.  

 Provide results to school districts, including charter schools, and Career and 
Technical Centers (CTCs) for consideration in the development of strategic plans.  

 Provide information to state policymakers, including the General Assembly, and the 
State Board, on how effective schools are in promoting and demonstrating student 
proficiency of the Academic Standards.  
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 Provide information to the general public on school performance.  

 Provide results to school districts, including charter schools, and CTCs based on the 
aggregate performance of all students and for relevant subgroups, such as students 
with an IEP and for those without an IEP. 

CHANGES IN 2005 AND BEYOND 

Assessment in 2005 was marked by implementation of Assessment Anchor Content Standards, 
developed for reading and mathematics during the previous school year to clarify content 
structure, improve articulation between assessment and instruction, and improve test design and 
reporting. To meet the conditions of NCLB, assessment of reading and mathematics at Grades 4, 
6, and 7 became operational in 2006, enabling Pennsylvania to more completely determine 
adequate yearly progress (AYP) at the state, district, and school level.  

Although NCLB does not require states to conduct a writing assessment, Chapter 4 does include 
one, aligned to the Academic Standards and reported in terms of performance levels, for all 
students at three grade levels. The 2006 PSSA operational writing assessment involved a shift 
from Grades 6, 9, and 11 to Grades 5, 8, and 11 to provide better alignment to the end of 
elementary school and middle school. Also incorporated were mode-specific scoring guides for 
essay responses and stimulus-based revising/editing multiple-choice items.  

In accordance with the NCLB requirement to implement an operational science assessment in 
2008, a major test development effort took place during 2006, followed by a large-scale, 
standalone field test in April/May of 2007. Full implementation of an operational science 
assessment at Grades 4, 8, and 11 first occurred in AprilMay 2008, aligned to the Pennsylvania 
Science Assessment Anchor Content Standards and Eligible Content.  

More information regarding the 2010 PSSA may be found in the 2010 PSSA Technical Report 
for Reading, Mathematics, Science, and Writing. This report can be accessed by going to 
www.education.state.pa.us. On the left, click on “Programs,” then “Programs OR,” then 
“Pennsylvania System of School Assessment (PSSA)” and then “Resource Materials.” 

STUDENTS WITH COMPLEX SUPPORT NEEDS: ALTERNATE ASSESSMENT 

Although NCLB recommended that the same achievement standards be applied to all students, 
the U.S. Department of Education acknowledged that the same assessments are not universally 
appropriate. To better accommodate students with significant cognitive disabilities, intended for 
the lowest functioning 1% of the student population, the Department issued regulations 
permitting states to develop alternate achievement standards along with aligned assessments. In 
2004 the Pennsylvania Alternate System of Assessment (PASA) was implemented to address the 
needs of these students. To be eligible for participation in the PASA a student must meet each of 
the following criteria for reading, mathematics, and science, and a school administered alternate 
assessment for writing: 1) enrolled in the assessed grade level for the subject area, 2) had a very 
severe cognitive disability, 3) required very intensive instruction, 4) required very extensive 
adaptation and support to perform or participate meaningfully, 5) required very substantial 
modification of the general education curriculum, and 6) participation in the general education 
curriculum differed very substantially in form and substance from that of other students (see The 
2009–2010 PSSA Handbook for Assessment Coordinators: Reading and Mathematics, Writing, 
and Science, PDE, 2010, p.9), which may be accessed by going to www.education.state.pa.us. 
On the left side of the navigation bar, click on “Programs,” then “Programs OR,” then 
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“Pennsylvania System of School Assessment (PSSA)” and then “Testing Accommodations & 
Security.” 

STUDENTS WITH DISABILITIES NEEDING A MODIFIED APPROACH:   
MODIFIED ASSESSMENT 

Following the issuance of regulations permitting states to develop alternate assessments for the 
students with the most severe cognitive disabilities, further research along with the experience of 
state assessment programs identified a need to address the difficulties encountered by a small 
group of IEP students in responding optimally to the regular assessment instruments. The U.S. 
Department of Education responded to this recognition by issuing additional regulations in April 
2007 permitting states to develop assessments for the approximately 2% of students with 
disabilities based on modified achievement standards. Students targeted are those whose 
disabilities are not severe enough to warrant taking an alternate assessment and yet interfere 
significantly with their ability to respond optimally on the regular state assessment. This 
modified assessment must be aligned to a set of modified achievement standards designed to 
measure the same grade-level content as the state’s general assessment. To be eligible to take a 
modified assessment a student must meet a rigorous set of criteria such as the IEP addressing 
educational goals reflecting grade-level content standards along with provisions for monitoring 
student progress.  

To address the unique needs of these students, and be in closer compliance with the NCLB intent 
that all students be included in state assessment and accountability systems, the Pennsylvania 
System of School Assessment Modified (PSSA-M) became operational in 2010 with a 
mathematics modified assessment at Grades 48, 11. It will be joined by operational modified 
assessments in reading at Grades 48, 11 and science at Grades 8 and 11 in the spring of 2011.  

More information regarding the development and composition of the 2010 PSSA-M 
Mathematics test may be found in Chapter Two of this report. Information may also be found in 
the Pennsylvania Department of Education publication, 2009–2010 PSSA Assessment Handbook, 
(see Part Six: PSSA—Modified). This handbook can be accessed by going to 
www.education.state.pa.us. On the left, click on “Programs,” then “Programs OR,” then 
“Pennsylvania System of School Assessment (PSSA)” and then “Resource Materials.” 

Eligibility for the PSSA-M requires that a student 1) is not eligible for the PASA, 2) has a grade-
level standards aligned IEP that clearly documents that the student requires significant 
instructional accommodations to successfully access grade level content, 3) demonstrates 
persistent academic difficulties with 4) lacks academic progress. More detailed information on 
the PSSA-M eligibility criteria may be accessed by going to www.education.state.pa.us. On the 
left side of the navigation bar, click on “Programs,” then “Programs SZ,” then “Special 
Education.” From the “Special Education” page click on “Assessment” to access the relevant 
documents. 
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Chapter Two: Test Development Overview of the Modified PSSA 

OVERVIEW OF THE DEVELOPMENT PROCESS 

The modified mathematics assessments were developed under the direction of the Pennsylvania 
Department of Education (PDE). The PSSA-M assessments were developed using the same 
rigorous and technically sound development steps that are used to develop the general education 
assessment, Pennsylvania System of School Assessment (PSSA). These technically sound 
development steps involve Pennsylvania educators in all stages of the process. The Pennsylvania 
educators from school districts throughout the Commonwealth of Pennsylvania selected to 
participate in the development process were those with both content-area teaching expertise (e.g., 
mathematics, reading, and science) as well as those with expertise in teaching students with 
disabilities. The key development steps PDE followed when developing the PSSA-M 
assessments included the following: 

 Developing guidelines for revising and/or enhancing assessment questions 

 Interviewing students and surveying teachers 

 Revising and/or enhancing items to be more accessible to the given population of 
students 

 Reviewing items by committees of Pennsylvania educators, including reviewing 
items for content alignment; rigor alignment; adherence to the principles of universal 
design; bias, fairness, and sensitivity; and adherence to technical quality or the 
standards for high-quality items  

 Developing field test forms 

 Field testing the items to determine whether or not the items did, in fact, lend 
themselves to being more accessible to the given population 

 Scoring the open-ended or constructed-response items 

 Reviewing the items to determine which items should be placed in the pool of items 
to be considered acceptable for operational testing 

 Reviewing the final operational forms prior to being administered to students 

 Defining the expectation of mastery on the PSSA-M assessments or what it means for 
a student to be proficient as determined by the standard-setting process 

 Developing Modified Achievement Standards 
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ACADEMIC STANDARDS, ASSESSMENT ANCHOR CONTENT STANDARDS, AND 

ELIGIBLE CONTENT 

PSSA-M Mathematics 

The PSSA-M assessment follows the guidelines of the PSSA Assessment Anchor Content 
Standards and Eligible Content, which are based on the Pennsylvania Academic Standards. 
Although the Academic Standards indicate what students should know and be able to do, 
educator concerns regarding the number and breadth of Academic Standards led to an initiative 
by the Pennsylvania Department of Education (PDE) to develop Assessment Anchor Content 
Standards (Assessment Anchors) to indicate which parts of the Academic Standards 
(Instructional Standards) would be assessed on the PSSA and PSSA-M. Based on 
recommendations from Pennsylvania educators, the Assessment Anchors were designed as a tool 
to improve the articulation of curricular, instructional, and assessment practices. The Assessment 
Anchors clarify what is expected across each grade span and focus the content of the standards 
into what is assessable on a large-scale test. The Assessment Anchor documents also serve to 
communicate eligible content, also called assessment limits, or the range of knowledge and skills 
from which the PSSA and PSSA-M would be designed.  

The Assessment Anchor’s code is in an outline format. The code includes the content, grade 
level, Reporting Category, Assessment Anchor, descriptor (Sub-Assessment Anchor), and 
Eligible Content. Thus, M.4.A.1.1.1 would be: Math, Grade 4, Reporting Category A, 
Assessment Anchor 1, descriptor (Sub-Assessment Anchor) 1, and Eligible Content 1.  

Each of the Assessment Anchors has one or more descriptors (Sub-Assessment Anchors) and 
Eligible Content varying to reflect grade-level appropriateness. The Assessment Anchors form 
the basis of the test design for the grades undergoing new test development. In turn, this 
hierarchy is the basis for organizing the total content scores (based on the core [common] 
sections).  

A draft version of the assessment anchors and eligible content for mathematics and reading was 
submitted to Achieve, Inc., Washington, D.C., to conduct a special analysis to evaluate the 
degree of alignment with the Academic Standards. Preliminary feedback enabled PDE to make 
adjustments to improve the alignment as the Assessment Anchors took final form. These 
adjustments were reflected operationally starting with the 2007 PSSA.  

The Assessment Anchor Content Standards as defined by the Eligible Content are the same for 
the PSSA-M as they are for the general PSSA. However, in the PSSA-M, items measuring the 
Assessment Anchors as defined by the Eligible Content have been modified (revised and/or 
enhanced), when appropriate. Modifications, such as reduced text, easier vocabulary, simplified 
tasks, and the addition of hint boxes, allow for items to be more accessible to the given 
population of students but still in line with measuring the Assessment Anchors as defined by the 
Eligible Content. In so doing, the PSSA-M reflects the same emphasis and patterns as the general 
PSSA while utilizing a similar style and format. However, the PSSA-M does contain fewer 
items. These modifications, including fewer items and revisions and enhancements to items, are 
designed to allow students with disabilities a more suitable assessment opportunity in which to 
demonstrate proficiency. 
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The complete set of Assessment Anchors and Eligible Content can be referenced at PDE’s 
website: www.education.state.pa.us. From the menu in the left-hand column, select “Programs,” 
“Programs OR,” “Pennsylvania System of School Assessment (PSSA),” and then “Assessment 
Anchors.” In addition, see Appendix A for more information about how the Academic Standards 
are linked to the Reporting Categories, Assessment Anchors, and Eligible Content. 

Mathematics Assessment Measures 

In keeping with the alignment of the PSSA, the PSSA-M mathematics assessments at Grades 4, 
5, 6, 7, 8, and 11 have five major reporting categories: Numbers and Operations, Algebraic 
Concepts, Geometry, Measurement, and Data Analysis and Probability. By organizing the 
Assessment Anchors into a five-category reporting structure, there is a similarity to the 
categories used by the National Council of Teachers of Mathematics (NCTM) and the National 
Assessment of Educational Progress (NAEP). See Appendix A for more information about how 
the Academic Standards are linked to the Reporting Categories, Assessment Anchors, and 
Eligible Content. 

In keeping with the PSSA, the PSSA-M mathematics assessment also employs two types of test 
items: multiple-choice and open-ended. These item types assess different levels of knowledge 
and provide different kinds of information about mathematics achievement. Psychometrically, 
multiple-choice items are very useful and efficient tools for collecting information about a 
student’s academic achievement. Open-ended performance tasks are less efficient in the sense 
that they generally generate fewer scoreable points in the same amount of testing time. They do, 
however, provide tasks that are more realistic and better sample higher-level thinking skills. The 
design of the PSSA-M attempts to achieve a reasonable balance between the two item types. 
Furthermore, well-constructed scoring guides have made it possible to include open-ended tasks 
in large-scale assessments such as the PSSA-M. Trained scorers can apply the scoring guides to 
efficiently score large numbers of student papers in a highly reliable way. 

MATHEMATICS MULTIPLE-CHOICE ITEMS 

The majority of the mathematics items included on the PSSA-M, much like the PSSA, are 
multiple-choice (selected-response) items. This item type is especially efficient for measuring a 
broad range of content. In the PSSA and PSSA-M mathematics assessments, each multiple-
choice item has four response options, only one of which is correct. The student is awarded one 
point for choosing the correct response. Distractors typically represent incorrect concepts, 
incorrect logic, incorrect application of an algorithm, or computation errors. It is important to 
note that for the PSSA-M eliminating an answer option is not an allowable modification.  

Multiple-choice items are used to assess a variety of skill levels, from short-term recall of facts 
to problem solving. PSSA and PSSA-M items involving application emphasize the requirement 
to carry out some mathematical process to find an answer, rather than simply recalling 
information from memory. 
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OPEN-ENDED TASKS FOR MATHEMATICS  

For both the PSSA and the PSSA-M, open-ended, or constructed-response tasks, require students 
to read a problem description and develop an appropriate solution. The PSSA-M open-ended 
items are designed to be scaffolded, which means that they have several components to the 
overall task that may enable students to enter or begin the problem at different places. In some 
items, each successive component is designed to assess progressively more difficult skills or 
higher knowledge levels. Certain components ask students to explain their reasoning for 
engaging in particular mathematical operations or for arriving at certain conclusions. The types 
of tasks utilized do not necessarily require computations. Students may also be asked to perform 
such tasks as constructing a graph, shading some portion of a figure, or listing object 
combinations that meet specified criteria. 

Open-ended tasks are especially useful for measuring students’ problem-solving skills in 
mathematics. They offer the opportunity to present real-life situations that require students to 
solve problems using mathematics abilities learned in the classroom. Students must read the task 
carefully, identify the necessary information, devise a method of solution, perform the 
calculations, enter the solution directly in the answer document, and when required, offer an 
explanation. This provides insight into the students’ mathematical knowledge, abilities, and 
reasoning processes.  

For both the PSSA and the PSSA-M, open-ended mathematics items are scored on a 0–4 point 
scale with an item-specific scoring guideline. The item-specific scoring guideline outlines the 
requirements at each score point. Item-specific scoring guidelines are based on the General 
Description of Mathematics Scoring Guidelines for Open-Ended Items. The general guidelines 
describe a hierarchy of responses, which represent the five score levels. See Appendix B or the 
PSSA-M Mathematics Item and Scoring Samplers available on the PDE website. 

The tables on the following page provide a high-level overview of the operational mathematics 
PSSA-M test plan as compared to the general education mathematics PSSA. In addition, a 
comparison of the reporting categories for the mathematics PSSA-M and the general education 
mathematics PSSA is also provided. The PSSA-M content test blueprints show the same 
emphasis and patterns as the PSSA. The test content blueprints also show the extent to which the 
same or consistent categories of content appear in the PSSA-M and the PSSA. The PSSA-M, 
however, as noted in Table 21, is a shorter test. 
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Table 21. Mathematics Operational Test Plan Summary: PSSA and PSSA-M 
M

at
h

em
at

ic
s Program Grades 

Number of MC 
Items per PSSA 

Number of 4-point 
OE Items per PSSA 

Total Number of 
Points (MC + OE) 

per PSSA 

PSSA 
4, 5, 6, 7, 
8, and 11 

60 3 72 

PSSA-M 
4, 5, 6, 7, 
8, and 11 

30 2 38 

 

Table 22. Mathematics Blueprint (percentage of total test points): PSSA and PSSA-M 

Reporting 
Category 

Program 
Grade 

4 5 6 7 8 11 

Numbers and 
Operations 

PSSA 43%47% 41%45% 28%32% 20%24% 18%22% 12%15%

PSSA-M 43%47% 41%45% 28%32% 20%24% 18%22% 12%15%

Measurement 
PSSA 12%15% 12%15% 12%15% 12%15% 12%15% 12%15%

PSSA-M 12%15% 12%15% 12%15% 12%15% 12%15% 12%15%

Geometry 
PSSA 12%15% 12%15% 15%20% 15%20% 15%20% 12%18%

PSSA-M 12%15% 12%15% 15%20% 15%20% 15%20% 12%18%

Algebraic 
Concepts 

PSSA 12%15% 13%17% 15%20% 20%27% 25%30% 38%42%

PSSA-M 12%15% 13%17% 15%20% 20%27% 25%30% 38%42%

Data Analysis & 
Probability 

PSSA 12%15% 12%15% 15%20% 15%20% 15%20% 12%18%

PSSA-M 12%15% 12%15% 15%20% 15%20% 15%20% 12%18%
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Chapter Three: Item Development Process 
The core portion of the 2010 PSSA-M operational administration is made up of items that were 
field tested in the 2009 PSSA-M standalone field test. Therefore the activities that led to the 
2010 PSSA-M operational administration begin with the development of the draft test items that 
appeared in the 2009 PSSA-M standalone field test. 

STEPS IN THE DEVELOPMENT PROCESS 

A series of major activities took place in the development of the PSSA-M. These key activities 
included the initial development of the guidelines for item revision and/or enhancement; 
cognitive interviews; item revision and/or enhancement of items; content review; bias, fairness, 
and sensitivity review; field testing of items in spring 2009; item review with data; and final 
selection of items to compose the 2010 PSSA-M mathematics assessment for Grades 4, 5, 6, 7, 8, 
and 11. These activities are summarized in Table 31 below, and they are further described in 
the paragraphs that follow. 

Table 3–1. PSSA-M Mathematics Development Timeline 

Time Frame Assessment Activity 

September 2008–
January 2009 

’09 FT for ’10 OP Item modifications implemented in preparation for 2009 
standalone field test 

January 2009 ’09 FT for ’10 OP Item review and bias, fairness, and sensitivity review for 
candidate items for the 2009 standalone field test 

February– 
March 2009 

’09 FT for ’10 OP Forms construction for the 2009 standalone field test 

May 2009 Cognitive Interviews Cognitive Interviews conducted in Pennsylvania schools 

May 2009 ’09 FT for ’10 OP PSSA-M Mathematics Standalone Field Test 

June–July 2009 ’10 FT for ’11 OP Item modifications (revisions and/or enhancements) 
implemented in preparation for 2010 embedded field test 

July–August 
2009 

’10 FT for ’11 OP Item review and bias, fairness, and sensitivity review for 
candidate items of the 2010 embedded field test 

August 2009 ’09 FT for ’10 OP Statistical review of the 2009 field tested items  

September 2009–
January 2010 

’10 OP &  

’10 FT for ’11 OP 

Forms construction for the 2010 operational assessment 
with embedded field test 

April 2010 ’10 OP &  

’10 FT for ’11 OP 

2010 operational assessment 
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Item Development Planning Meeting 

Prior to the start of any item development work, DRC’s test development staff meets with PDE’s 
assessment office to discuss the test development plans for the next PSSA administration, 
including the test blueprint, the field test plan (including development counts), procedures, 
timelines, etc. With a complete development cycle lasting several years (from item authoring 
through field test, data review, and operational usage), the initial planning begins well in advance 
of the anticipated administration. For the 2010 PSSA-M operational administration, the initial 
planning meetings for the item modifying process for the 2009 field test occurred throughout 
2008. Item modifying began in fall 2008, with the item review meetings occurring in early 2009. 
(See Table 3–1 for additional details.) 

Review of the Items 

In September 2008, a pool of mathematics items from Grades 4, 5, 6, 7, 8, and 11 was reviewed. 
The review of the items focused upon whether each item might lend itself well to revision and/or 
enhancement for possible field testing of PSSA-M items in spring 2009. The pool of candidate 
items was comprised of PSSA mathematics items field tested in spring 2008. 

Training 

To begin the process, WestEd and DRC selected and trained mathematics staff to review PSSA 
items for possible revising and/or enhancement. Qualified mathematics content experts were 
college graduates with teaching experience and a demonstrated base of knowledge in the content 
area. Many of these writers were content assessment specialists and curriculum specialists. The 
writers were trained individually and had previous experience in writing and modifying multiple-
choice and open-ended response items. Prior to modifying items for the PSSA-M, the cadre of 
item writers was trained with regard to the following: 

 Pennsylvania Academic Standards, Assessment Anchors, and Eligible Content 

 Webb’s Four Levels of Cognitive Complexity: Recall, Basic Application of 
Skill/Concept, Strategic Thinking, and Extended Thinking  

 General scoring guidelines for each content area 

 Specific and General Guidelines for Item Writing 

 Bias, Fairness, and Sensitivity 

 Principles of Universal Design 

 Item Quality Technical Style Guidelines 

 Reference Information 

 Sample Items 

In addition, staff with a background in special education (e.g., those certified in special education 
and/or those with teaching experience in working with students with disabilities) and/or those 
with a background in developing assessments for the given population were also members of the 
team.  
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Training of mathematics staff at WestEd and DRC began with the study and discussion of the 
information presented in the Pennsylvania System of School Assessment-Modified (PSSA-M) 
Alternate Assessment Based on Modified Achievement Standards Item Revision and/or 
Enhancement Guidelines for the Spring, 2009 Field Test November 13, 2008. These guidelines 
were developed by WestEd with support from DRC. They were reviewed and approved by PDE 
prior to item revision and/or item enhancement. The guidelines served as the basis for all item 
revision and/or enhancement. A summary of the guidelines is given in the next section. The full 
guidelines are found in Appendix D of this document. It is important to note that these guidelines 
do adhere to the Principles of Universal Design (Center for Universal Design, 1997). NCEO has 
produced seven elements of Universal Design as they apply to assessments (Johnstone, Altman, 
& Thurlow, 2006).  

These elements served to guide PSSA-M item revision and/or enhancement and are clearly noted 
in the Guidelines for Item Revision and Enhancement, found in Appendix D. Further discussion 
related to universal design considerations can be found in Chapter Four.  

Table 32 shows the actual number of Multiple-Choice (MC) and Open-Ended (OE) items 
revised and/or enhanced for field testing in spring 2009. In some cases, during the review of the 
items, the reviewers determined that an existing item did not lend itself to revision and/or 
enhancement. In Table 32, these are noted “As Is” with no modifications made to the item. 

Table 32. Number of Mathematics Items (MC and OE) Revised and/or Enhanced 

Grade 
MC 

Modified 
MC 
As Is 

Total  
MC 

OE 
Modified 

Total Items 
per Grade 

4 78 3 81 11 92 

5 66 9 75 10 85 

6 52 8 60 7 67 

7 52 8 60 8 68 

8 54 8 62 7 69 

11 52 10 62 7 69 

Total 357 46 400 50 450 

 

SUMMARY OF GENERAL REVISION AND/OR ENHANCEMENT GUIDELINES 

Under the direction of the Pennsylvania Department of Education (PDE), the revisions and/or 
enhancements to PSSA items for mathematics, reading, and science were purposefully and 
necessarily made in order to address the eligible students’ need for accessibility when taking the 
PSSA-M. The initial phases of PSSA-M item revisions and/or enhancements relied on expert 
judgment (e.g., PDE content-area experts and special educators; Pennsylvania educators, 
including both content-area educators and those special education educators with expertise in 
teaching the target population of students with disabilities). In addition, all revised and/or 
enhanced items were field tested in spring 2009 for mathematics and in spring 2010 for reading 
and science. The additional data collected on item performance of each field test item further 
served to validate the design and the revisions and/or enhancements of the PSSA-M items. The 
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data also offered PDE guidance in the selection of revised and/or enhanced items for the 
PSSA-M operational assessments. The types of revisions and/or enhancements to items are 
provided below. 

Revisions  

Students who will be eligible for the PSSA-M generally have difficulty processing information. 
As a result, revisions to items included the following: 

 Simplifying the language in order to reduce the cognitive load or the amount of 
complex information, without changing the construct or what the item was intended 
to measure. 

 Simplifying the language in order to remove any words that might be irrelevant. 

Enhancements: Providing Supports  

Enhancements to items involved embedding a type of support (e.g., adding graphics or artwork, 
providing definitions or context clues, providing scaffolds, and/or other permissible ways 
students might need to access and demonstrate understanding of the assessed content). 
Enhancement supports to items included the following: 

 Providing helpful hints designed to support students’ processing of information. 

 Providing additional graphics and/or artwork to support understanding. 

 Segmenting passages/prompts/scenarios, when appropriate. When passages are 
segmented, items follow an order that parallels how information generally appears in 
the passage, prompt, and/or scenario. (For example, for the reading PSSA-M, when 
appropriate, students will be provided the same passage/prompt/scenario as the 
general education PSSA at a given grade level, but the passage will be segmented or 
divided into meaningful parts. Those items that apply directly to each segment will 
appear directly after or adjacent to the referenced section of the text).  

 Providing scaffolds such as adding hints or thought boxes (visual cues) to provide a 
further definition of a word or words and terminology and/or to support the text or 
emphasize main ideas. 

 Providing supports for a number of steps and/or operations. For example, in a multi-
step mathematics item, as appropriate, sub-questions or steps to break up or help 
students think through multi-step problems/item are provided. 

 Adding additional directions to explain a process or activity. 

 Adding pre-reading information to clarify the purpose of a passage, prompt, or 
scenario, such as the topic of a science scenario. 

 Embedding a formula (as appropriate for intention of the assessed standard).  
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Enhancements: Visual Display 

Enhancements to items also involve the degree to which the item format can be altered (e.g., 
introducing bolding, underlining, and other text changes, as well as changes in font size) and still 
provide a reliable measure of the student’s knowledge/skill. Enhancements involving item format 
included the following: 

 Adding more space between letters and words if item validity was not affected. 

 Having fewer items per page, when appropriate. 

 Increasing the width of an item or line length (from two columns to one, single-
column layout so that the text of the item spans the entire width of the page), when 
appropriate. 

 Restructuring the stem of an item into a stacked format. (Facts or details related to the 
item were indented and placed into a stacked format as well.)  

 Inserting bullets to organize complex information or inserting bullets to break 
complex text within an item stem into smaller parts. 

ITEM AUTHORING AND TRACKING 

Initially, items are generated with software-prepared PSSA-M item cards and used for 
preliminary sorting and reviewing. Although very similar, the PSSA-M item card for multiple-
choice items differs from the PSSA-M item card for open-ended items in that the former has a 
location at the bottom of the card for comments regarding the distractors. Blank examples of 
these two cards are shown in Appendix E. In both instances a column against the right margin 
provides for codes to identify the subject area, grade, content categories, passage information (in 
the case of reading), item type, depth of knowledge (i.e., cognitive complexity), estimated 
difficulty, answer key (for MC items), and calculator use (for mathematics). 

All items undergoing field testing in 2009 were entered into the DRC Item Development and 
Educational Assessment System (IDEAS), which is a comprehensive, secure, online item 
banking system. It accommodates item writing, item viewing and reviewing, and item tracking 
and versioning. IDEAS manages the transition of an item from its developmental stage to its 
approval for use within a test form. The system supports an extensive item history that includes 
item usage within a form, item-level notes, content categories and subcategories, item statistics 
from both classical and Rasch item analyses, and classifications derived from analyses of 
differential item functioning (DIF). A sample IDEAS Item Card is presented in Appendix E. 

INTERNAL REVIEWS AND PDE REVIEWS 

To ensure that the items revised and/or enhanced were sufficient in number and adequately 
distributed across subcategories and levels of difficulty, content specialists, editors, and special 
education experts were informed of the required quantities of items needed for the external 
review by committees of Pennsylvania educators. Based upon the training received, content 
experts and special education experts began the process of revising and/or enhancing items. As 
items were revised and/or enhanced, they were entered into the item banking system along with 
important information (e.g., grade level, assessment anchor, eligible content, depth of 
knowledge). Subsequently, as an integral part of the internal item revision and/or enhancement 
process, each item was reviewed by a team of content specialists, editors, and special education 
experts both at WestEd and DRC. Content specialists, editors, and special education experts 
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evaluated each item to make sure that the construct had not changed and that it still measured the 
intended Eligible Content and/or Assessment Anchor Content Standard. They also assessed each 
item to make certain that the item revisions and/or enhancements were appropriate to the 
intended grade and that they provided and cued only one correct answer. In addition, the 
difficulty level, depth of knowledge, graphics, language demand, and distractors were also 
evaluated. Other elements considered in this process included, but were not limited to Universal 
Design considerations, adherence to the PDE-approved item revision, and enhancement 
guidelines, bias, source of challenge, grammar/punctuation, and PSSA-M style. 

Following this internal process, revised and/or enhanced items were submitted to mathematics 
content specialists at the Pennsylvania Department of Education for review. PDE staff then 
consulted with WestEd and DRC about any general issues (style, format, interpretation of 
assessment anchors and eligible content) and about the revisions and/or enhancements to specific 
items. Following PDE’s review, the revised and/or enhanced items were prepared for the content 
review meetings and the bias, fairness, and sensitivity meetings conducted with Pennsylvania 
educators. Information concerning these external reviews by Pennsylvania educators is provided 
below. 

Review by Committees of Pennsylvania Educators 

Before the PSSA-M items were field tested, two committees at two separate meetings reviewed 
them. The first meeting was the Bias, Fairness, and Sensitivity Meeting, and the second was the 
Item Content Meeting. The Bias, Fairness, and Sensitivity Meeting was held in Harrisburg, PA, 
on January 12 and 13 of 2009, and the Item Content Meeting also held in Harrisburg, PA, took 
place January 14 through January 16 of 2009. Summaries, guidelines, and procedures for each 
meeting are presented below. 

BIAS, FAIRNESS, AND SENSITIVITY REVIEW 

Prior to 2009 field testing, all revised and/or enhanced PSSA-M items were submitted to a Bias, 
Fairness, and Sensitivity Committee for review. As stated above, this took place on January 12 
and 13 of 2009. The committee members consisted of a cross-representation of ethnic groups. 
(See Table 33.) Members of the committee also had expertise with special needs students and 
English Language Learners. All members had served on previous Pennsylvania Bias, Fairness, 
and Sensitivity Committees. The committee’s primary responsibility was to evaluate items as to 
acceptability with regard to bias, fairness, and sensitivity issues. They also made 
recommendations for changes or deletion of items in order to remove the potential for issues of 
bias, fairness, and/or sensitivity.  

The expert, multi-ethnic committee composed of men and women was trained by DRC and 
WestEd staff to review items for bias, fairness, and sensitivity issues. Training materials included 
a PDE-approved manual developed by DRC (DRC, 2003–2009). The focus of the training was 
on security and confidentiality; fairness in testing ensuring balanced treatment; definition of bias; 
and types of bias including stereotyping, gender, regional or geographical, ethnic or cultural, 
socioeconomic or class, religious, ageism, persons with disabilities, experiential, and sensitivity.  
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PDE staff members also attended the review and served as reviewers of the process. All 
mathematics PSSA-M items were read by a cross-section of committee members. Each member 
noted bias, fairness, and/or sensitivity comments on tracking sheets and on the item, if needed, 
for clarification. Committee members individually categorized any concerns as related to ageism, 
disability, ethnicity/culture, gender, regional, religious, socioeconomic, or stereotyping. These 
categories then formed the framework through which recommendations for modification or 
rejection of items occurred during the subsequent committee consensus process. The committee 
then discussed each of the issues as a group and came to consensus as to which issues should 
represent the view of the committee. All consensus comments were then compiled, and the 
suggested actions on these items were recorded and submitted to PDE. This review followed 
security procedures. Items in binders were distributed for committee review by number and 
signed for by each member on a daily basis. All attendees, with the exception of PDE staff, were 
required to sign a confidentiality agreement. All materials not in use at any time were stored in a 
locked room at the DRC offices in Harrisburg, PA. Secure materials that did not need to be 
retained after the meeting were deposited in secure barrels, the contents of which were shredded. 

Table 3–3. Demographic Composition of the 2009  
Bias, Fairness, and Sensitivity Committees 

Member # Gender Race/Ethnicity Background 

1. Male Caucasian American PDE Staff Member 

2. Male Caucasian American PDE Staff Member 

3. Male Caucasian American PDE Staff Member 

4. Female Caucasian American PATTAN Staff Member 

5. Female Caucasian American PDE Staff Member 

6. Female Caucasian American PDE Staff Member 

7. Male Hispanic American PATTAN Staff Member 

8. Female Hispanic American Local Community Leader 

9. Male African American Retired School Superintendent 
and Teacher 

10. Male African American PDE Staff Member 

11. Female African American Pennsylvania Teacher and 
Mathematics Coach/Specialist 

12. Female African American National Consultant for  
Special Education 

13. Female Asian American ESOL/Bilingual Education 
Specialist 

Totals 
7 Females 
6 Males 

4 African Americans 
1 Asian Americans 
6 Caucasian Americans 
2 Hispanic Americans 
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The results from the Bias, Fairness, and Sensitivity Committee review of PSSA-M mathematics 
are summarized in Table 3–4. 

Table 3–4. Number of Items—2009  
Bias, Fairness, and Sensitivity Committee Review for PSSA-M Mathematics 

Grade 

PSSA-M Mathematics 

Items brought 
to Bias Review 

Accepted As Is Accepted With Revision Rejected 

4 91 85 6 0 

5 81 80 1 0 

6 70 69 1 0 

7 70 66 4 0 

8 70 69 1 0 

11 70 67 3 0 

Total 452 436 16 0 

 

ITEM CONTENT REVIEW 

Prior to the 2009 field testing, all revised and/or enhanced items were also submitted to content 
committees for review. This meeting took place in Harrisburg, PA, from January 14 through 
January 16, 2009. The content committees consisted of Pennsylvania educators from school 
districts throughout the Commonwealth of Pennsylvania. The committee members were selected 
to have both content expertise as well as expertise in teaching students with disabilities and/or 
those students who may be administered the PSSA-M assessment. The primary responsibility of 
the content committee was to evaluate the revised and/or enhanced items with regard to the 
quality of the revision and/or enhancement, the content classification or whether or not the 
construct had changed, including grade-level appropriateness of the revision and/or 
enhancement, estimated difficulty, depth of knowledge, and source of challenge. With source of 
challenge (Webb, 2002), items were identified where the cognitive demand was focused on an 
unintended content, concept, or skill. In addition, source of challenge was considered if the 
reason that an answer could be given resulted from a cultural bias, an inappropriate reading level, 
a flawed graphic in an item revision and/or enhancement, or if the item still required specialized, 
non-content related knowledge to answer. Source of challenge could result in the student 
answering—either correctly or incorrectly—without actually demonstrating the intended content 
or skill. Committee members were asked to note any items with a source of challenge and to 
suggest additional revisions and/or enhancements to remove the source of challenge. They also 
suggested additional and/or other revisions to items and/or other enhancements to the items. In 
some cases when an item was deleted, the committee members reviewed a suggested 
replacement item provided by the facilitators. The committee also reviewed the items for 
adherence to the guidelines for item revision and/or enhancement and the Principles of Universal 
Design, including language demand and issues of bias, fairness, and sensitivity.  



Chapter Three: Item Development Process 

2010 PSSA-M Technical Report Page 19 

Committee members were approved by PDE, and PDE-approved invitations were sent to them 
by DRC. PDE also selected internal PDE staff members for attendance. The meeting commenced 
with a welcome by PDE and DRC. This was followed by a PowerPoint presentation by DRC and 
WestEd. The PowerPoint presentation introduced the goals of the meeting, security and 
confidentiality, overview of the PSSA-M, and PSSA-M strategies for revising and/or enhancing 
items, including what could not be considered. The life of a PSSA item, the life of a PSSA-M 
item, the item review process, content alignment, rigor-level alignment, technical design, 
universal design, roles and responsibilities, and questions were also included in the PowerPoint 
training. In addition, the training also included procedures and forms to be used for item content 
review. Unique to this item review training was the presentation of sample items which included 
presenting each parent item along with the modified child item. These parent items were shown 
so the committee could see how the item originated as a PSSA item.  

After the training, committee members were divided into groups. WestEd content assessment 
specialists facilitated the reviews and were assisted by representatives from DRC and PDE. The 
members reviewed each item and then came to consensus and assigned a status to each item as a 
group: Approved, Accepted with Revision, Move to Another Assessment Anchor or Grade, or 
Rejected. All comments were recorded, and a master rating sheet was completed. Committee 
facilitators recorded the committee consensus on an Item Review Rating Sheet.  

Security was addressed by adhering to a strict set of procedures. Items in binders were 
distributed for committee review by number and signed for by each member on a daily basis. All 
attendees, with the exception of PDE staff, were required to sign a confidentiality agreement. All 
materials not in use at any time were stored in a locked room. Secure materials that did not need 
to be retained were deposited in secure barrels, the contents of which were shredded. 

As the committee members reviewed the items and completed the Item Rating Sheets, they used 
the PSSA-M Item Review Criteria Guidelines produced by DRC and approved by PDE. These 
guidelines are found in Appendix F of this report. All committees had between 13 and 15 
participants. Committees included a mixture of veteran item reviewers, new reviewers, and 
special education teachers. In general, all participants had been exposed to special needs students 
and they paid close attention to what the special education teacher had to say about the items. 
There were good discussions among the members of the committees, and overall, they liked the 
modifications that were made to the items. 

All committee-recommended edits were reviewed by PDE. Approved edits were provided to 
DRC. All PDE approved edits were made. The revised and/or enhanced items were then made 
available for the Cognitive Interviews. 

COGNITIVE INTERVIEWS 

As a part of the development process for the PSSA-M, Cognitive Interviews were also 
conducted. In order for the results of the Cognitive Interviews to help inform the item revision 
and/or enhancement process for the PSSA-M mathematics assessment, the interviews were 
conducted prior to field testing of the items. In addition to mathematics items, the Cognitive 
Interviews involved reading and science items. The following information summarizes the 
process used for the Cognitive Interviews. The introduction, study overview, and rationale for 
the PSSA-M cognitive interviews is based upon the Cognitive Interviews in Pennsylvania: 
Report on Data Collection for the Pennsylvania System of School Assessment Alternate 
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Assessment with Modified Achievement Standards (PSSA-M) Study (PDE, 2009).1 Additional 
details found in this report include the method used to conduct the interviews; target sample size; 
characteristics of the districts selected to participate; the process of school and student 
recruitment; informed consent; interview process; item booklets; teacher survey; findings; 
frequency of responses; findings by cluster, linguistic enhancements, test design enhancements, 
typographic feature enhancements; challenges with terminology and vocabulary, and findings by 
item enhancement type.  

In order to provide help in identifying the need for an additional alternate assessment, PDE 
requested additional information from the Cognitive Interviews including information 
concerning accommodations used during instruction, effective tasks/task types that might help 
students with disabilities demonstrate their knowledge and ability, corroboration of enhancement 
strategies employed on PSSA-M, preparing students with disabilities for the PSSA-M, and 
application of PSSA-M results. 

1. Introduction 

Data Recognition Corporation (DRC), in collaboration with WestEd, proposed to the 
Commonwealth of Pennsylvania a study intended to provide PDE with information 
the Department might want to consider when making decisions concerning the 
development of the PSSA-M. More specifically, DRC’s subcontractor, WestEd, 
designed and conducted Cognitive Interviews with general education students and 
students with disabilities to examine the degree to which revision and/or enhancement 
strategies applied to PSSA-M items facilitated student access (their ability to 
understand and demonstrate their grade-level content understanding) to tested 
content. The Cognitive Interviews were conducted in Pennsylvania schools between 
May 11 and May 29, 2009. The sections below present an overview of the study, the 
Cognitive Interview methodology, and findings. Implications for future development 
of the PSSA-M also are presented. 

2. Study Overview 

The study systematically evaluated the strategies used to develop items to be field-
tested and the degree to which these strategies facilitated students’ abilities to 
demonstrate what they knew and could do. More specifically, this Cognitive 
Interview study intended to address the following question: What are the cognitive 
processes by which test items (or item types) are understood by students?  

Data were collected from 252 students in Grades 4, 5, 6, 7, 8, and 11 enrolled in 
Pennsylvania public schools in five districts across the Commonwealth, and from 
teachers in those schools who work primarily with PSSA-M-eligible students. This 
process is further described below. 

3. Rationale for Cognitive Interviews 

In the study, Cognitive Interviews were conducted to examine the effectiveness of the 
item enhancement strategies currently used during development of the PSSA-M 
mathematics field test items. Reading and science items were also included in the 
study. The results provided information concerning the degree to which current 
enhancement strategies—which consist primarily of changes to item structure or 

                                                 
1 This report is available upon request from PDE at 1-717-705-2343. 
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format—increase access to test items for students with disabilities (SWDs) and 
general education students. 

Cognitive interviewing strategies were drawn from the family of process-tracing or 
verbal protocol models that can be used to confirm or verify hypotheses about access 
to tested content. They provided a forum for the researchers to test assumptions about 
the intent of an item or question. By microanalyzing the items (Solano-Flores & 
Trumbull, 2003), the researchers could simultaneously gather information about 
students’ understanding of task expectations; their levels of mastery of the content; 
and the reasoning processes, problem-solving strategies, and adaptive skills students 
use when answering test questions (Ericsson & Simon, 1980, 1993; Paulsen & 
Levine, 1999). 

During each Cognitive Interview, researchers observe students individually as they 
respond to test questions. As students attempt to answer each item or solve each 
problem, they are encouraged to articulate, or say out loud their interpretation of the 
task required and the steps or processes needed to complete the task (concurrent data 
collection). Student comments, observations, insights, and responses about directions, 
item stem, response choices, and graphics or stimuli help the researchers check 
assumptions about whether a test item is functioning as intended; that is, that the 
assessment task actually taps the cognitive processes that are intended to be assessed 
(National Research Council, 2001). 

The Cognitive Interview process used in Pennsylvania was conducted in three steps 
(adapted from Sato, Rabinowitz, Gallagher & Huang, in press). In the first step, the 
student was introduced to the interview process and allowed to practice thinking 
aloud. In the second step, data was collected concurrently as the student spoke out 
loud as he/she attempted to answer each test question. Via prompts, the researcher 
interacted with the student to elicit verbal responses that described his/her 
understanding of the test question and strategies for answering it. In the third step, the 
retrospective stage of data collection, students were asked specific questions about the 
test item (probes) immediately after answering it. At this point, most students could 
look back, recall, and discuss what they did to answer the question or solve the 
problem; in this way, they could verify or clarify their earlier comments. Once the 
student responded to all test items, the researcher asked each student a set of follow-
up questions to clarify or verify comments collected earlier and/or to probe deeper 
into the student's thinking processes about that item. 

This multi-step process helped reveal the types of prior/background knowledge and/or 
requisite skills that may have supported students’ abilities to respond to the item and 
to assess the consequences of their decisions (Kopriva, 2001). Data collected through 
the Cognitive Interview contributed to information that helped to validate the 
interpretations of test performance outcomes by indicating the degree to which 
students’ demonstrated understanding concurred with the construct intended to be 
measured by the item. From these interviews, specific, richly descriptive data were 
collected. This data was then used to help inform decision-making about the 
strategies currently used to revise and/or enhance items for the PSSA-M so that these 
enhancements would appropriately facilitate student access to the assessed content. 
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Summary of Cognitive Interviews 

As stated above, the purpose of the Cognitive Interview study was to systematically evaluate the 
strategies used to develop (revise and/or enhance) items for the PSSA-M and the degree to which 
these strategies facilitated students’ ability to demonstrate what they know and can do. The study 
addressed the following question: What are the cognitive processes by which test items (or item 
types) are understood by students?  

Test items used in this study reflected a range of revision and enhancement strategies intended to 
facilitate the access to assessed content of students eligible for the PSSA-M. Results of the study 
suggested that a number of the revision and enhancement strategies, such as those related to 
linguistic enhancements or test design enhancements, helped students with their performance on 
the items included in this study. 

TEST CONTENT BLUEPRINT FOR 2010 PSSA-M MATHEMATICS ASSESSMENT 

The PSSA-M, like the PSSA, is based on the Pennsylvania Academic Standards. The 2010 PSSA 
and PSSA-M reflect the new Assessment Anchors (PDE 2004), which were designed as a means 
of improving the articulation of curricular, instructional, and assessment practices. The 
Assessment Anchors serve to clarify the Academic Standards assessed on the PSSA and to 
communicate assessment limits, or the range of knowledge and skills from which the PSSA 
would be designed. Relevant to item development are the refinement and clarification embodied 
in the Assessment Anchors. 

Table 35. Mathematics Blueprint (percentage of total test points): PSSA and PSSA-M 

Reporting 
Category 

Program 
Grade 

4 5 6 7 8 11 

Numbers and 
Operations 

PSSA 43%47% 41%45% 28%32% 20%–24% 18%–22% 12%–15%

PSSA-M 43%–47% 41%–45% 28%–32% 20%–24% 18%–22% 12%–15%

Measurement 
PSSA 12%–15% 12%–15% 12%–15% 12%–15% 12%–15% 12%–15%

PSSA-M 12%–15% 12%–15% 12%–15% 12%–15% 12%–15% 12%–15%

Geometry 
PSSA 12%–15% 12%–15% 15%–20% 15%–20% 15%–20% 12%–18%

PSSA-M 12%–15% 12%–15% 15%–20% 15%–20% 15%–20% 12%–18%

Algebraic 
Concepts 

PSSA 12%–15% 13%–17% 15%–20% 20%–27% 25%–30% 38%–42%

PSSA-M 12%–15% 13%–17% 15%–20% 20%–27% 25%–30% 38%–42%

Data Analysis 
& Probability 

PSSA 12%–15% 12%–15% 15%–20% 15%–20% 15%–20% 12%–18%

PSSA-M 12%–15% 12%–15% 15%–20% 15%–20% 15%–20% 12%–18%
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Operational Layout for 2010 PSSA-M Mathematics  

The PSSA-M mathematics assessments for Grades 4 through 8 and Grade 11 are combined into 
one integrated test/answer booklet for each grade. The modified booklets contain scannable 
pages for multiple-choice (MC) responses, open-ended (OE) items with response spaces, and 
demographic data collection areas. All MC items are worth 1 point. OE items receive a 
maximum of 4 points (scale of 0–4).  

For 2010, each test form contained common items (identical on all three forms) along with 
embedded field test items. The common items consisted of a set of core items taken by all 
students. The embedded field test items were unique to a form.  

The 2010 PSSA-M was comprised of 3 forms per grade. All of the forms contained the common 
items identical for all students and sets of generally unique items that fulfill the purpose of field 
testing new items (FT items). Tables 36 and 37 display information about the test form layout. 

Table 36. 2010 PSSA-M Mathematics Operational Test Plan Summary 

Content Area Year 

Number of 
Common 

(Core) 
MC* 

Items per 
Form 

Number of 
Common 

(Core) 
OE** 

Items per 
Form 

Number of 
Field Test 
MC Items 
per Form 

Number of 
Field Test 

OE Items per 
Form 

Number of 
Forms per 

Grade 

Mathematics 2010 30 2 8 1 3 

*MC = Multiple-choice  
**OE = Open-ended 

Table 37. 2010 PSSA-M Math Operational Test Layout 

Item Stage Section 1 Section 2 

Core 15 MC 15 MC 

Core 1 OE 1 OE 

Field test 1 OE 8 MC 

 

Since an individual student’s score is based solely on the common (or core) items, the total 
number of operational points is 38. The total score is obtained by combining the points from the 
core MC and OE portions of the test as follows:  

Table 3–8. 2010 PSSA-M Mathematics Core Points 

Student’s Score 
MC 

Items 
Grades OE Items 

Total 
Score 

Mathematics 30 4, 5, 6, 7, 8, & 11 2 items x 4 points=8 points 38 
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For more information concerning the process used to convert the operational layout into forms 
(form construction), see Chapter Six.  

Linking for 2010 and 2011 PSSA-M Mathematics Assessments 

Linking provides a statistical bridge between assessment administrations. The 2011 
administration will be linked back to the 2010 administration through the use of linking items in 
the core (core-to-core link). In the PSSA-M, only multiple-choice items will be used for linking 
purposes. Open-ended items will not be repeated as linking items across cores. 

MULTIPLE-CHOICE 

For Grades 4, 5, 6, 7, 8, and 11, multiple-choice items will be repeated on the subsequent form 
for the purpose of linking.  

The matter of linking will be treated more fully in Chapter Fifteen. 

Test Sessions and Timing for 2010 PSSA-M Mathematics Assessment 

The test window for the 2010 operational assessment, including make-ups, extended from 
April 7 through May 7, 2010. The mathematics assessments consisted of two sections. Test 
administration recommendations called for each section to be scheduled as one assessment 
session, and schools were not permitted to combine both sections into a single session. 
Administration guidelines stipulated that the sections be administered in the sequence in which 
they are printed in the test booklets. The following tables outline the assessment schedule and 
estimated times for each section. The estimated Student Testing times do not include time for 
administrative tasks that occur during the pre- and post-administration activities. These times are 
estimated separately. Times are approximate and are supplied to test administrators for 
scheduling purposes only. 

Table 3–9. PSSA-M Mathematics—2010 Administration and Testing Times 
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Section 
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1 
 

75 to 
90 

15 to 
20 

60 to 
70 

15 MC 
2 OE 

15 MC 
2 OE 

15 MC 
2 OE 

15 MC 
2 OE 

15 MC 
2 OE 

15 MC 
2 OE 

2 
 

90 to 
105 

15 to 
20 

75 to 
85 

23 MC 
1 OE 

23 MC 
1 OE 

23 MC 
1 OE 

23 MC 
1 OE 

23 MC 
1 OE 

23 MC 
1 OE 
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Assessment Anchor Content Standards Subsumed within Reporting Categories for 
2010 Modified Mathematics Assessment 

For mathematics, there are 16 Assessment Anchor Content Standards (Assessment Anchors) that 
occur at all grade levels (Grades 4 through 8 and 11), although they are not all assessed at each 
grade level. More specifically, the number targeted for assessment by grade level are 12 at 
Grade 4; 13 at Grade 5; 12 at Grade 6; 14 at Grade 7; 13 at Grade 8; and 13 at Grade 11.  

Mathematics scores are based on the core (common) sections. Also reported are the student’s 
mathematics performance levels. See Appendix C for a summary by grade. 

TEST DEVELOPMENT CONSIDERATIONS FOR THE PSSA-M 

Alignment to the PSSA Assessment Anchors and Eligible Content (or, in the case of writing, 
strong alignment with the PSSA Academic Standards), grade-level appropriateness 
(reading/interest level, etc.), depth of knowledge, cognitive level, item/task level of complexity, 
estimated difficulty level, relevancy of context, rationale for distractors, style, accuracy, and 
correct terminology were major considerations in the item development process. The Standards 
for Educational and Psychological Testing (AERA, APA, NCME, 1999) and the Principles of 
Universal Design (Thompson, Johnstone, & Thurlow, 2002) guided the development process. In 
addition, DRC’s Bias, Fairness, and Sensitivity Guidelines were used for developing items. All 
items were reviewed for fairness by bias and sensitivity committees and for content by 
Pennsylvania educators and field-specialists. Items were also reviewed for adherence to the 
Principles of Universal Design by representatives from the National Center for Educational 
Outcomes (NCEO) as well as adherence to the guidelines outlined in the Pennsylvania 
publication Principles, Guidelines and Procedures for Developing Fair Assessment Systems: 
Pennsylvania Assessment Through Themes (PATT). 

Bias, Fairness, and Sensitivity 

At every stage of the item and test development process, DRC employs procedures that are 
designed to ensure that items and tests meet Standard 7.4 of the Standards for Educational and 
Psychological Testing (AERA, APA, NCME, 1999). 

Standard 7.4: Test developers should strive to identify and eliminate language, 
symbols, words, phrases, and content that are generally regarded as offensive by 
members of racial, ethnic, gender, or other groups, except when judged to be 
necessary for adequate representation of the domain. 

To meet Standard 7.4, DRC employs a series of internal quality steps. DRC provides specific 
training for test developers, item writers, and reviewers on how to write, review, revise, and edit 
items for issues of bias, fairness, and sensitivity (as well as for technical quality). Training also 
includes an awareness of and sensitivity to issues of cultural diversity. In addition to providing 
internal training in reviewing items in order to eliminate potential bias, DRC also provides 
external training to the review panels of minority experts, teachers, and other stakeholders.  

DRC’s guidelines for bias, fairness, and sensitivity include instruction concerning how to 
eliminate language, symbols, words, phrases, and content that might be considered offensive by 
members of racial, ethnic, gender, or other groups. Areas of bias that are specifically targeted 
include, but are not limited to: stereotyping, gender, regional/geographic, ethnic/cultural, 
socioeconomic/class, religious, and experiential, as well as biases against a particular age group 
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(ageism) and against persons with disabilities. DRC catalogues topics that should be avoided, 
and maintains balance in gender and ethnic emphasis within the pool of available items. 

Universal Design 

As stated above, the Principles of Universal Design were incorporated throughout the item 
development process to allow participation of the widest possible range of students in the PSSA. 
The following checklist was used as a guideline: 

 Items measure what they are intended to measure. 

 Items respect the diversity of the assessment population. 

 Items have a clear format for text. 

 Stimuli and items have clear pictures and graphics. 

 Items have concise and readable text. 

 Items allow changes to other formats, such as Braille, without changing meaning or 
difficulty. 

 The arrangement of the items on the test has an overall appearance that is clean and 
well organized. 

A more extensive description of the application of Principles of Universal Design is described in 
Chapter Four. 

Depth of Knowledge 

An important element in statewide assessment is the alignment between the overall assessment 
system and the state’s standards. A methodology developed by Norman Webb (1999) offers a 
comprehensive model that can be applied to a wide variety of contexts. With regard to the 
alignment between standards statements and the assessment instruments, Webb’s criteria include 
five categories, one of which deals with content. Within the content category is a useful set of 
levels for evaluating depth of knowledge (DOK). According to Webb (1999, p.7–8) “depth-of-
knowledge consistency between standards and assessments indicates alignment if what is elicited 
from students on the assessment is as demanding cognitively as what students are expected to 
know and do as stated in the standards.” The four levels of cognitive complexity (depth of 
knowledge) are as follows: 

 Level 1: Recall 

 Level 2: Skill/Concept 

 Level 3: Strategic Thinking 

 Level 4: Extended Thinking 

Depth-of-knowledge levels were incorporated in the item writing and review process, and items 
were coded with respect to the level they represented. Generally, multiple-choice items are 
written to DOK levels 1 and 2, and open-ended items are written to DOK level 3.  
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Test Item Readability 

Careful attention was given to the readability of the items to make certain that the assessment 
focus of the item did not shift based on the difficulty of reading the item. The issue of readability 
was addressed for all items during the final editing of items and at the Item Content Review. 
Vocabulary was also addressed at the Bias, Fairness, and Sensitivity Review, although the focus 
was on how certain words or phrases may represent a possible source of bias or issues of fairness 
or sensitivity. 

TEST DEVELOPMENT PROCESS 

The item development process follows a logical timeline, which is outlined below in Figure 3–1. 
On the front-end of the schedule, tasks are generally completed with the goal of presenting field 
test candidate items to committees of Pennsylvania educators. On the back-end of the schedule, 
all tasks lead to the field test data review. 

Figure 3–1. Item and Test Development Cycle and Timeline (20092010 only) 

Steps in Development Cycle Timeline to/from New Item Review  

Development planning  Fall  -12 to -4 months 

Initial item modifying  Fall  -3 to -2 months 

Internal reviews and PDE reviews Fall/Winter  -3 to -1 months 

Bias, Fairness, and Sensitivity Review Winter  +/- 0 months 

Newly Modified Item Content Review Winter  +/- 0 months 

Post-review resolution and clean-up Winter  +/- 0 months 

Build test forms Spring  +0 to +1 months 

Internal form reviews and PDE reviews Spring  +1 to +2 months 

Form printing, packaging, and shipping Spring  +2 to +3 months 

Test administration Spring  +4 months 

Material/data processing, rangefinding, and scoring Spring/Summer  +4 to +7 months 

Field Test Item Data Review Summer  +7 months 

Select operational items Summer/Fall  +8 to +10 months 

 

A process flowchart that illustrates the interrelationship among the steps in the process is shown 
in Figure 3–2. In addition, a detailed process table describing the item and test development 
processes also appears in Appendix D. 
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Figure 3–2. DRC Item and Test Development Process for PSSA-M 

 

Review RFP requirements, Assessment 
Anchor Content Standards, Eligible 
Content, and other information describing 
the scope and criteria of the PSSA-M 

  

   
Establish detailed test and item development 
specifications and style guides for 
appropriate modifications, and prepare 
project-specific item writer training manuals 

  

   
Train item writers/developers in the project 
requirements and specifications for 
modifying PSSA items 

 Field test item data review by committee 

   
Modification of PSSA-M items  

PDE review and approval of operational 
ready items from approved field test items 

   
 

Item review, editing, coding, graphics 
production, and tracking (sample items 
shared with PDE for state-directed 
feedback) 

 

Item selection for operational test and 
embedded field test and typesetting of test 
booklets, answer documents, test 
administration manuals, and 
accommodated materials 

   
Item card production of committee review 
ready items 

 PDE review and approval of test materials 

   
Item and bias/fairness/sensitivity review by 
PDE and committees 

 
Test administration, rangefinding, scoring, 
equating, reporting, and item data card 
production 

   
Modify items based on committee/PDE 
recommendations 

 Review of test results and item parameters 

   
PDE review and approval of field-test ready 
items 
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Chapter Four: Universal Design Procedures Applied in the Modified 
PSSA Test Development Process 

Universally designed assessments allow participation of the widest possible range of students 
and contribute to valid inferences about participating students. Principles of Universal Design are 
based on the premise that each child in school is a part of the population to be tested and that 
testing results should not be affected by disability, gender, race, or English language ability 
(Thompson, Johnstone & Thurlow, 2002). At every stage of the item and test development 
process, including the 2009 field test, procedures were employed to ensure that items and 
subsequent tests were designed and developed using the elements of universally designed 
assessments developed by the National Center for Educational Outcomes (NCEO). 

Federal legislation addresses the need for universally designed assessments. The No Child Left 
Behind Act (Elementary and Secondary Education Act) requires that each state must “provide for 
the participation in [statewide] assessments of all students” [Section 1111(b)(3)(C)(ix)(l)]. Both 
Title 1 and IDEA regulations call for universally designed assessments that are accessible and 
valid for all students, including students with disabilities and English Language Learners. The 
benefits of universally designed assessments not only apply to these groups of students, but to all 
individuals with wide-ranging characteristics. 

DRC’s test development team was trained in the elements of Universal Design as it relates to 
developing large-scale statewide assessments. Team leaders were trained directly by NCEO, and 
other team members were subsequently trained by team leaders. Committees involved in content 
review included some members who were familiar with the unique needs of students with 
disabilities and English Language Learners. Likewise some members of the Bias, Fairness, and 
Sensitivity Committee were conversant with these issues. What follows are the Universal Design 
guidelines followed during all stages of the item development process for the PSSA-M.  

ELEMENTS OF UNIVERSALLY DESIGNED ASSESSMENTS 

After a review of research relevant to the assessment development process and the principles of 
Universal Design (Center for Universal Design, 1997), NCEO has produced seven elements of 
Universal Design as they apply to assessments (Thompson, Johnstone & Thurlow, 2002). These 
elements served to guide PSSA-M item development. 

 Inclusive Assessment Population 

The PSSA-M is intended for students with disabilities functioning above the lowest 
1% of the population, but not at a level that allows them to access the general 
Pennsylvania System of School Assessment (PSSA). The PSSA-M utilizes modified 
items designed to allow students with disabilities to demonstrate proficiency on the 
assessment. 

 Precisely Defined Constructs 

An important function of well-designed assessments is that they actually measure 
what they are intended to measure. The Pennsylvania Assessment Anchor Content 
Standards (Assessment Anchors) provided clear descriptions of the constructs to be 
measured by the PSSA-M at the assessed grade levels. Universally designed 
assessments must remove all non-construct-oriented cognitive, sensory, emotional, 
and physical barriers. 
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 Accessible, Non-biased Items 

DRC conducted both internal and external reviews of items and test specifications to 
ensure that they did not create barriers because of lack of sensitivity to disability, 
culture, or other subgroups. Items and test specifications were developed by a team of 
individuals who understand the varied characteristics of items that might create 
difficulties for any group of students. Accessibility is incorporated as a primary 
dimension of test specifications, so that accessibility was woven into the fabric of the 
test rather than being added after the fact. 

 Amenable to Accommodations 

Even though items on universally designed assessments are accessible for most 
students, there are some students who continue to need accommodations. This 
essential element of universally designed assessment requires that the test is 
compatible with accommodations and a variety of widely-used adaptive equipment 
and assistive technology. (See the section on Assessment Accommodations on 
page 36 in this chapter.) 

 Simple, Clear, and Intuitive Instructions and Procedures 

Assessment instructions should be easy to understand, regardless of a student’s 
experience, knowledge, language skills, or current concentration level. Knowledge 
questions that are posed within complex language can invalidate the test if students 
cannot understand how they are expected to respond to a question. To meet this 
guideline, directions and questions were prepared in simple, clear, and understandable 
language that underwent multiple reviews. 

 Maximum Readability and Comprehensibility 

A variety of guidelines exist to ensure that text is maximally readable and 
comprehensible. These features go beyond what is measured by readability formulas. 
Readability and comprehensibility are affected by many characteristics, including 
student background, sentence difficulty, text organization, and others. All of these 
features were considered as item text was developed.  

Plain language is a concept now being highlighted in research on assessments. Plain 
language has been defined as language that is straightforward and concise. The 
following strategies for editing text to produce plain language were used during the 
editing process of the newly modified PSSA-M items: 

 Reduction of excessive length 

 Use of common words 

 Avoidance of ambiguous words 

 Avoidance of irregularly spelled words 

 Avoidance of proper names 

 Avoidance of inconsistent naming and graphic conventions 

 Avoidance of unclear signals about how to direct attention 
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 Maximum Legibility 

Legibility is the physical appearance of text, the way that the shapes of letters and 
numbers enable people to read text easily. Bias results when tests contain physical 
features that interfere with a student’s focus on or understanding of the constructs that 
test items are intended to assess. A style guide which included dimensions of style 
consistent with Universal Design was developed and updated annually (DRC 
20042009) and was utilized with PDE approval. 

GUIDELINES FOR UNIVERSALLY DESIGNED ITEMS 

All modified and reviewed test items adhered closely to the following guidelines for Universal 
Design. Item writers and reviewers used a checklist during the item development process to 
ensure that each aspect was attended to. For information on the checklist, see the Universal 
Design section in Chapter Three of this report. 

1. Items measure what they are intended to measure. Item writing training included 
assuring that writers and reviewers had a clear understanding of Pennsylvania’s 
Academic Standards and the Assessment Anchors. During all phases of test 
development, items were presented with content-standard information to ensure that 
each item reflected the intended Assessment Anchor. Careful consideration of the 
content standards was important in determining which skills involved in responding 
to an item were extraneous and which were relevant to what was being tested. In 
certain types of items an additional skill is necessary, such as the mathematics test, 
which requires the student to read.  

2. Items respect the diversity of the assessment population. To develop items that 
avoid content that might unfairly advantage or disadvantage any student subgroup, 
item writers, test developers, and reviewers were trained to write and review items for 
issues of bias, fairness, and sensitivity. Training also included an awareness of, and 
sensitivity to, issues of cultural and regional diversity.  

3. Items have a clear format for text. Decisions about how items are presented to 
students must allow for maximum readability for all students. Appropriate fonts and 
point sizes were employed with minimal use of italics, which is far less legible and is 
read considerably more slowly than standard typeface. Captions, footnotes, keys, and 
legends were at least a 13-point size. Legibility was enhanced by sufficient spacing 
between letters, words, and lines. Blank space around paragraphs and between 
columns and staggered right margins were used.  

4. Stimuli and items have clear pictures and graphics. When pictures and graphics 
were used, they were designed to provide essential information in a clear and 
uncluttered manner. Illustrations were placed directly next to the information to 
which they referred, and labels were used where possible. Sufficient contrast between 
background and text, with minimal use of shading, increased readability for students 
with visual difficulties. Color was not used to convey important information. 
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5. Items have concise and readable text. Linguistic demands of stimuli and items can 
interfere with a student’s ability to demonstrate knowledge of the construct being 
assessed. During item writing and review, the following guidelines were used. 

 Simple, clear, commonly-used words were used whenever possible. 

 Extraneous text was omitted. 

 Vocabulary and sentence complexity were appropriate for the grade level 
assessed. 

 Technical terms and abbreviations were used only if related to the content being 
measured. 

 Definitions and examples were clear and understandable. 

 Idioms were avoided unless idiomatic speech was being assessed. 

 The questions to be answered were clearly identifiable. 

6. Items allow changes to format without changing meaning or difficulty. A Braille 
version of the PSSA-M was available at each assessed grade. Attention was given to 
using items that allow for Braille. Specific accommodations were permitted such as 
signing to a student, the use of oral presentation under specified conditions, and the 
use of various assistive technologies. A Spanish version for the PSSA-M mathematics 
was available for use by English Language Learners who would benefit from this 
accommodation.  

7. The test has an overall appearance that is clean and organized. Images, pictures, 
and text that may not be necessary (e.g., sidebars, overlays, callout boxes, visual 
crowding, shading) and that could be potentially distracting to students were avoided. 
Also avoided were purely decorative features that did not serve a purpose. 
Information was organized in a manner consistent with an academic English 
framework with a left-right, top-bottom flow. 

ITEM DEVELOPMENT 

DRC and WestEd worked closely with the Pennsylvania Department of Education to help ensure 
that PSSA-M tests comply with nationally recognized Principles of Universal Design. We 
supported the implementation of accommodations on large-scale statewide assessments for 
students with disabilities. In addition to the Principles of Universal Design as described in the 
Pennsylvania Technical Report, DRC and WestEd applied to each content area assessment the 
standards for test accessibility as described in Tests Access: Making Tests Accessible for Students 
with Visual Impairments—A Guide for Test Publishers, and State Assessment Personnel 
(Allman, 2004). To this end, we embraced the following precepts: 

 Test directions were carefully worded to allow for alternate responses to open-ended 
questions. 

 During item and bias reviews, test committee members were made aware of the 
Principles of Universal Design and of issues that may adversely affect students with 
disabilities with the goal of ensuring that PSSA-M tests are bias free for all students. 
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 With the goal of ensuring that the PSSA-M tests are accessible to the widest range of 
diverse student populations, PDE instructed DRC and WestEd to limit item types that 
are difficult to format in Braille, and that may become distorted when published in 
large print. DRC and WestEd were instructed to limit the following on the PSSA-M. 

 Mathematics: complicated tessellations, a chart or graph that extends beyond one 
page. 

 Reading: graphics and illustrations that are not germane to the content presented. 

 All content areas: unnecessary boxes and framing of text, unless enclosing the 
text provides necessary context for the student; use of italics (limited to only 
when it is absolutely necessary, such as with variables). 

ITEM FORMATTING 

For all content areas, DRC formatted PSSA-M tests to maximize accessibility for all students by 
using text that is in a 13-point size and font style that is easily readable. DRC limited shading, 
spacing, graphics, charts, and number of items per page so that there was sufficient white space 
on each page. Whenever possible, we ensured that graphics, pictures, diagrams, charts, and 
tables were positioned on the page with the associated test items. We use high contrast for text 
and background where possible to convey pertinent information. Tests were published on dull-
finish paper to avoid the glare encountered on glossy paper. DRC paid close attention to the 
binding of the PSSA-M test booklets to ensure that they lie flat for two-page viewing and ease of 
reading and handling.  

DRC ensured consistency across PSSA and PSSA-M assessments by following these Principles 
of Universal Design: 

 High contrast and clarity is used to convey detailed information. 

 Typically, shading is avoided; when necessary for content purposes, 10 percent 
screens are used as the standard. 

 Overlaid print on diagrams, charts, and graphs is avoided. 

 Charts, graphs, diagrams, and tables are clearly labeled with titles and with short 
descriptions where applicable.  

 Only relevant information is included in diagrams, pictures, and graphics. 

 Symbols used in keys and legends are meaningful and provide reasonable 
representations of the topic they depict.  

 Pictures that require physical measurement are true to size. 
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ASSESSMENT ACCOMMODATIONS  

While universally designed assessments provide for participation of the widest range of students, 
many students require accommodations in order to participate in the regular assessment. Clearly, 
the intent of providing accommodations for students is to ensure that students are not unfairly 
disadvantaged during testing and that the accommodations used during instruction, if 
appropriate, are made available as students take the test. The literature related to assessment 
accommodations is still evolving and often focuses on state policies regulating accommodations 
rather than on providing empirical data that supports the reliability and validity of the use of 
accommodations. On a yearly basis, the Pennsylvania Department of Education examines 
accommodations policies and current research to ensure that valid, acceptable accommodations 
are available for students. An accommodations manual for the PSSA and PSSA-M entitled PSSA 
& PSSA-M Accommodations Guidelines for Students with IEPs and Students with 504 Plans 
(PDE, January 2010) was developed for use with the 2010 PSSA and PSSA-M.  

The manual can be accessed by going to www.education.state.pa.us. On the left, click on 
“Programs,” then “Programs OR,” then “Pennsylvania System of School Assessment (PSSA)” 
and then “Testing Accommodations & Security.” 

In addition, Spanish-language versions, translated from the original English versions, were made 
available for the PSSA-M mathematics assessments. The Spanish translation versions are 
discussed further in Chapter Six. 
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Chapter Five: Field Test Leading to the 2010 Core 

EMBEDDED FIELD TEST ITEMS  

All core items appearing on the 2010 assessment came from the Spring 2009 standalone field 
test. The purpose of administering field-test items is to obtain statistics for them so they can be 
reviewed before becoming operational. Based on the statistical review, many of the field test 
items tested in the 2009 PSSA-M standalone field test were selected for use as common core 
items in the 2010 PSSA-M. 

Table 51. 2009 Spring PSSA-M Field Test 

Grades 
No. of 

FT MC per 
Form 

No. of 
FT OE per 
Op. Form 

Total No. of 
Forms 

Total No. of 
FT MC 

Total No. of
FT OE 

Total No. of 
Field Test 

Items 

4 16 2 3 48 6 54 

5 16 2 3 48 6 54 

6 16 2 3 48 6 54 

7 16 2 3 48 6 54 

8 16 2 3 48 6 54 

11 16 2 3 48 6 54 

 

More information on the field test designs can be found in specific portions of Chapter Three. 

STATISTICAL ANALYSIS OF ITEM DATA  

All field-tested items were analyzed statistically following conventional item analysis methods. 
For MC items, traditional or classical item statistics included the corrected point-biserial 
correlation (Pt.Bis.) for the correct and incorrect responses (distractors), percent correct 
(p-value), and the percent responding to incorrect responses. For OE items the statistical indices 
included the item-test correlation, the point-biserial correlation for each score level, percent in 
each score category or level, and the percent of non-scoreable responses.  

In general, more capable students are expected to respond correctly to easy items and less 
capable students are expected to respond incorrectly to difficult items. If either of these situations 
does not occur, the item will be reviewed by DRC test development staff and committees of 
Pennsylvania educators to determine the nature of the problem and the characteristics of the 
students affected. The primary way of detecting such conditions is through the point-biserial 
correlation coefficient for dichotomous (MC) items and the item-total correlation for polytomous 
(OE) items. In each case the statistic will be positive if the total test mean score is higher for the 
students who respond correctly to MC items (or attain a higher OE item score) and negative 
when the reverse is true.  
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Item statistics are used as a means of detecting items that deserve closer scrutiny, rather than 
being a mechanism for automatic retention or rejection. Toward this end, a set of criteria was 
used as a screening tool to identify items that needed a closer review by committees of 
Pennsylvania educators. For an MC item to be flagged, the criteria included any of the following:  

 Point-biserial correlation for the correct response of less than 0.25  

 Point-biserial correlation for any incorrect response greater than 0.0 

 Percent correct less than 0.3 or greater than 0.9 

 Percent responding to any incorrect responses greater than the percent correct 

 Gender DIF code of either C- or C+ 

 Any ethnic DIF code of C- 

For an OE item to be flagged, the criteria included any of the following:  

 Gender DIF code of B-, B+, C- or C+ 

 Any ethnic DIF code of B- or C- 

Item analysis results for MC and OE field-test items are presented in Appendix I. 

REVIEW OF ITEMS WITH DATA 

In the preceding section on Statistical Analysis of Item Data, it was stated that test development 
content-area specialists used certain statistics from item and DIF analyses of the 2009 field test 
to identify items for further review. Specific flagging criteria for this purpose were specified in 
the previous section. Due to the PSSA-M program being in its initial stages, however, it was 
determined that all of the PSSA-M mathematics items, both multiple-choice and open-ended, 
would be brought to the data review for approval.  

The review of the items with data was conducted by over 70 Pennsylvania educators (teachers 
and PDE staff) broken out into grade-level committees. The review took place on August 5, 
2009. In this session, committee members were first trained by a representative from DRC’s 
psychometrics staff with regard to the statistical indices used in item evaluation. This was 
followed by a discussion with examples concerning reasons that an item might be retained 
regardless of the statistics. The committee review process involved a brief exploration of 
possible reasons for the statistical profile of an item (e.g., possible bias, grade appropriateness, 
and instructional issues) and a decision regarding acceptance. DRC and WestEd content-area test 
development specialists facilitated the review of the items. Each committee reviewed the pool of 
field test items and made recommendations on each item. Further discussion on how this 
information was used is covered in Chapter Six. 
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Table 5–2. 2009 Data Review Committee Results 
A

ss
es

sm
en

t 

Grade 

No. of 
Items in 

2009 
Field 
Test 

Field Test Items 
Examined at 2009 

Data Review 
Committee 

Field Test Items 
Rejected by 2009 

Data Review 
Committee* 

Items Classified as 
Rejected from 
2009 Field Test 
(all sources)** 

No. of % of 
FT 

No. of % of 
FT 

No. of % of 
FT MC OE MC OE MC OE 

4 54 48 6 100% 0 0 0% 0 0 0% 

5 54 48 6 100% 1 0 1.9% 1 0 1.9% 

6 54 48 6 100% 3 0 5.6% 3 0 5.6% 

7 54 48 6 100% 0 0 0% 0 0 0% 

8 54 48 6 100% 0 0 0% 0 0 0% 

11 54 48 6 100% 5 1 11.1% 5 1 11.1% 
        

Total 324 288 36 100% 9 1 3% 9 1 3% 
*Rejected as result of statistics 
**Data Review Committee, PDE, and DRC 
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Chapter Six: Operational Forms Construction for 2010 

FINAL SELECTION OF ITEMS AND 2010 PSSA-M FORMS CONSTRUCTION 

When the final selection of items for the operational 2010 test was ready to begin, the candidate 
items that emerged from the spring 2009 field test had undergone multiple reviews, including: 

 Reviews by DRC and WestEd content-area test development specialists and 
curriculum specialists 

 Formal bias, fairness, and sensitivity review by the Bias, Fairness, and Sensitivity 
Committee consisting of an expert, multi-ethnic group of men and women with 
members also having expertise with special needs students and English Language 
Learners 

 Formal review by the content committees consisting of Pennsylvania educators, 
including teachers as well as district personnel 

 PDE review 

 Item data review by members of the PDE subject-area teacher committees 

The end product of the above process was an item status designation for each field tested item. 
All items having an item status code of Acceptable/Active were candidates to be selected for the 
2010 PSSA-M. To have an item status code of Acceptable/Active meant that the item met the 
following criteria: 

 Appropriately aligned with its designated Assessment Anchor Content Standard 
(Assessment Anchor) and sub-classifications  

 Acceptable in terms of bias/fairness/sensitivity issues, including differential item 
functioning (for gender and race) 

 Free of psychometric flaws, including a special review of flagged items 

Next, all relevant information regarding the acceptable items, including associated graphics, was 
entered into the item banking system known as IDEAS (Item Development and Education 
Assessment System). From IDEAS and other database sources, Excel files were created for each 
content area at each grade. These files contained all relevant content codes and statistical 
characteristics. IDEAS also created a card displaying each acceptable item, any associated 
graphic, and all relevant content codes and item statistics for use by the content-area test 
development specialists and psychometric services staff.  

DRC test development specialists reviewed the test design blueprint, including the number of 
items per strand for each content-area test.  

Psychometricians provided content-area test development specialists with an overview of the 
psychometric guidelines for forms construction, including guidelines for selecting linking items 
to link to previous test forms.  

Senior DRC content-area test development specialists reviewed all items in the operational pool 
to make an initial selection for common (core) positions according to test blueprint requirements 
and psychometric guidelines. Changes to items were not encouraged since alterations could 
affect how an item performs on subsequent testing. 
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For the common items, this meant that the combination of MC and OE items would yield the 
appropriate range of points while tapping an appropriate variety of the Assessment Anchors and 
related Eligible Content within each Reporting Category. Items selected in the first round were 
examined with regard to how well they went together as a set. Of particular concern were the 
following: 

 One item providing cues as to the correct answer to another item 

 Context redundancy (e.g., mathematics items with a sports context) 

 Presence of clang (distractors not unique from one another) 

 Diversity of names and artwork for gender and ethnicity 

The first round of items was then evaluated for statistical features such as an acceptable point-
biserial correlation and whether correct answers were distributed equally—that is, whether 
approximately 25 percent of correct answers appeared in each of the four possible positions (A, 
B, C, or D). Selected items that were deemed psychometrically less advantageous in contrast to 
the overall psychometric characteristics of the core resulted in a search by the senior reviewer for 
suitable replacements. At this point, the second round of items was analyzed. If necessary, this 
iterative process between content-based selections and statistical properties continued in an effort 
to reach the best possible balance. 

Once the recommendations were finalized for the common/core items, they were submitted to 
PDE for review. Department staff provided feedback, which could be in the form of approval or 
recommendations for replacing certain items. Any item replacement was accomplished by the 
collective effort of the test development specialists, psychometricians, and PDE staff until final 
PDE approval. 

LINKING THE 2010 OPERATIONAL TO THE 2011 OPERATIONAL 

The 2010 Operational PSSA-M Mathematics test will be linked with the 2011 Operational 
PSSA-M Mathematics test using core-to-core linking items (items that are repeated from one 
operational form to another).  

In the selection of the core-to-core linking items (part of the overall core pull), content 
considerations will remain relevant, together with statistical features, such as an acceptable 
point-biserial correlation and whether the items, as a collection, had an average logit value and a 
test characteristic curve approximating that of the previous administration. 

SPECIAL FORMS USED IN THE 2010 PSSA-M  

Braille and Large Print 

Students with visual impairments were able to respond to test materials that were available in 
either Braille or large print. At each grade level assessed, one form was selected for the creation 
of a Braille and a large print edition. School district personnel ordered Braille or large print 
assessment materials directly from DRC. They could also contact the Pennsylvania Training and 
Technical Assistance Network (PaTTAN) for technical assistance regarding students with visual 
impairments.  
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School personnel were directed to transcribe all student answers (for MC and OE items) into 
scannable answer documents exactly as the student responded. No alterations or corrections of 
student work were permitted, and the answer document had to have the identical numerical form 
designation. 

Spanish Translation of the Mathematics Assessments 

School personnel had the option of having Spanish-speaking students who had been enrolled in 
schools in the United States for less than three years respond to a Spanish version of the PSSA 
for mathematics only. The original translation of the items and the Directions for Administration 
Manual was initiated by Second Language Testing Incorporated and completed by DRC. After 
discussions with PDE and Second Language Testing Incorporated, the mathematics booklets for 
Grades 4, 5, 6, 7, 8, and 11 were designed with a modified over/under format, with the Spanish 
presented directly above or to the left of the English. To assist the presentation of the two 
languages on the same page, the English portion was presented in italics and in a smaller font. 
Those students using this accommodated version of the mathematics assessment could write their 
answers in English, Spanish, or a combination of both Spanish and English, with the highest 
possible score from those combinations recorded for the student.  

Spanish translated versions of the PSSA-M mathematics assessment were used by a total of 
17 students at Grades 4, 5, 6, 7, 8, and 11 in 2010.  

Instructions for the appropriate use of these special forms are detailed in the PSSA & PSSA-M 
Accommodations Guidelines for Students with IEPs and Students with 504 Plans (PDE, 
January 2010). 

This document can be accessed by going to www.education.state.pa.us. On the left, click on 
“Programs,” then “Programs OR,” then “Pennsylvania System of School Assessment (PSSA)” 
and then “Testing Accommodations & Security.” 
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Chapter Seven: Test Administration Procedures 

TEST SESSIONS, TEST SECTIONS, TEST TIMING, AND TEST LAYOUT 

The PSSA-M Mathematics test utilizes a single consumable booklet. When a single scannable 
answer booklet is used, the contents of the answer booklet and the test booklet are combined into 
one integrated booklet. This organization allows the students who are taking the modified tests to 
maintain the flow and directions of the test without having to manage two separate booklets. 

The 2010 PSSA-M tests consisted of two untimed sections. Testing-time recommendations were 
given, but the estimated times were meant to provide a general guideline for timing rather than 
absolute testing times. 

Table 7–1. PSSA-M Mathematics Test Section Information 

Grade 
No. of 

Sections 
per Test 

No. of 
MC items 
Section 1 

No. of 
OE items 
Section 1

No. of 
MC items 
Section 2 

No. of 
OE items 
Section 2

Primary 
Testing 
Window 

Make-up 
Testing 
Window 

4 2 15 2 23 1 April 7‒16 April 19‒May 7 

5 2 15 2 23 1 April 7‒16 April 19‒May 7 

6 2 15 2 23 1 April 7‒16 April 19‒May 7 

7 2 15 2 23 1 April 7‒16 April 19‒May 7 

8 2 15 2 23 1 April 7‒16 April 19‒May 7 

11 2 15 2 23 1 April 7‒16 April 19‒May 7 

 

Table 7–2. PSSA-M Mathematics Duration and Testing Load by Grade 

Assessment Grade 
Total No. of MC 
Items per Form 

per Admin 

Total No. of OE 
Items per Form 

per Admin 

Total Estimated 
Administration Time per 

Form (in Minutes) 

Mathematics 

4 38 3 165 to 190 

5 38 3 165 to 190 

6 38 3 165 to 190 

7 38 3 165 to 190 

8 38 3 165 to 190 

11 38 3 165 to 190 
 

Test administrators were instructed that each section in a form should be scheduled as one 
assessment session. In addition, they were also told to not combine multiple sections into a single 
session. Test administrators were also instructed to administer the sections in the sequence in 
which they were printed in the booklets. In all cases, individual assessment sections had to be 
completed within one school day.  
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Test administrators were advised to use a testing location that was separate from the 
administration of the general PSSA Reading and Math assessment. For 2010, students who 
participated in the PSSA-M assessment had to also participate in the general PSSA Reading 
assessment. Students were allowed to complete both sections of the PSSA-M math before 
completing the three general PSSA reading sections. Alternating the PSSA-M math sections with 
the PSSA reading sections was also an option for the test administrators, as long as the subject 
sections were administered in the sequence of the booklet. 

Since not all students would finish the assessment sections at the same time, test administrators 
were advised to use the flexibility of the time limits to the students’ advantage. For example, test 
administrators managed the testing time so that students did not feel rushed while they were 
taking any assessment section, and no student was penalized because he or she worked slowly. It 
was equally stressed to test administrators that a student should not be given an opportunity to 
waste time. Students were told to close their booklets when they finished the section of the 
assessment in which they had been working. Students who finished early were allowed to sit 
quietly or read for pleasure until all students had finished. Students with special requirements 
and/or abilities (i.e., physical, visual, auditory, or learning disabilities as defined by their IEP or 
service contracts) and students who just worked slowly may have required extended time. 
Special assessment situations were arranged for these students. When all students in a testing 
session indicated that they had finished an assessment section, test administrators ended the 
section and began the next section or allowed the students to return to regular activities. 

Scheduled extended time was provided by a test administrator as needed, and students could 
request extended time if they indicated that they had not completed the task. Such requests were 
granted if the test administrator found the request to be educationally valid. Test administrators 
were advised that not permitting ample time for students to complete the assessment would 
possibly impact the students’ and schools’ performance.  

As a general guideline, however, when all students indicated that they had finished a section, that 
section was closed. Students requiring time beyond the majority of the student population were 
allowed to continue immediately following the regularly scheduled session in another setting. 
When such accommodations were made, school personnel ensured that students were monitored 
at all times to prevent sharing of information. Students were not permitted to continue a section 
of the assessment after a significant lapse of time from the original session.  

For PSSA-M Mathematics at Grades 7, 8, and 11, test administrators were asked to print out and 
distribute a copy of the individual grade’s formula sheets. The formula sheets were posted at 
www.education.state.pa.us. [Test administrators were given the following instructions: First click 
on “Programs” in the left navigation bar, select “Programs OR,” select “Pennsylvania System 
of School Assessment (PSSA),” and finally click on “Resource Materials.” The formula sheets 
are listed under “Mathematics Resources: 20092010.”] 

Additional information concerning testing time and test layouts can be found in Chapter Three. 

TESTING WINDOW  

The testing windows for the 2010 PSSA-M operational assessments were as follows: 

 Primary testing window – April 7 through April 16, 2010 

 Make-up testing window – April 19 through May 7, 2010 

Additional information concerning testing time and test layouts can be found in Chapter Three. 
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SHIPPING, PACKAGING, AND DELIVERY OF MATERIALS 

There were two shipments sent out by DRC for the 2010 PSSA-M operational assessment:  

 Shipment one contained the Handbook for Assessment Coordinators and the 
Directions for Administration Manuals, for each grade tested at a school participating 
in the mathematics assessment. Shipment one was delivered by March 10, 2010.  

 Shipment two contained the administrative materials (e.g., Return Shipping labels, 
District/School labels, Do Not Score labels, and Student Precode labels) and secure 
materials (e.g., consumable test/answer booklets) for each grade tested at a school 
participating in the mathematics assessment. Shipment two was delivered by 
March 24, 2010.  

DRC ensured that all assessment materials were assembled correctly prior to shipping. DRC 
operations staff used the automated Operations Materials Management System (Ops MMS) to 
assign secure materials to a school at the time of ship out. This system used barcode technology 
to provide an automated quality check between items requested for a site and items shipped to a 
site. A shipment box manifest was produced for and placed in each box shipped. DRC operations 
staff double-checked all box contents with the box manifest prior to the box being sealed for 
shipment to ensure accurate delivery of materials. DRC operations staff performed lot 
acceptance sampling on both shipments. Districts and schools were selected at random and 
examined for correct and complete packaging and labeling. This sampling represented a 
minimum of 10 percent of all shipping sites. 

DRC’s materials management system, along with the systems of shippers, allowed DRC to track 
materials from DRC’s warehouse facility to receipt at the district, school, or testing site. All 
DRC shipping facilities, materials processing facilities, and storage facilities are secure. Access 
is restricted by security code. Non-DRC personnel are escorted by a DRC employee at all times. 
Only DRC inventory control personnel have access to stored secure materials. DRC employees 
are trained in and made aware of the high level of security that is required. 

DRC packed 55,973 modified assessment booklets and 20,055 modified mathematics Directions 
for Administration Manuals for 3382 testing sites. DRC used United Parcel Service (UPS) and 
Advanced Shipping Technologies to deliver the secure materials to the testing sites.  

MATERIALS RETURNED 

DRC used UPS for all returns. The materials return windows for the PSSA-M were as follows:  

 Primary return window – April 14 through April 20, 2010 

 Make-up return window – April 19 through May 7, 2010 
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TEST SECURITY MEASURES 

Test security is essential to obtaining reliable and valid scores for accountability purposes. A test 
security affidavit was sent to all sites that received PSSA testing material. Every principal or 
director is to sign and return the test security affidavit with the return of the testing material. The 
purpose of the affidavit was to serve as a tool to document that the individuals responsible for 
administering the assessments both understood and acknowledged the importance of test security 
and accountability. The test security affidavit attested that all security measures were followed 
concerning the handling of secure materials. 

SAMPLE MANUALS 

Copies of the Handbook for Assessment Coordinators and the Directions for Administration 
Manuals can be found on the PDE website at www.education.state.pa.us. 

TESTING WINDOW ASSESSMENT ACCOMMODATIONS 

Three accommodations manuals: PSSA & PSSA-M Accommodations Guidelines for Students 
with IEPs and Students with 504 Plans, Accommodations for English Language Learners, and 
Accommodations Guidelines for All Students were developed for use with the 2010 PSSA-M. 
Additional information regarding assessment accommodations can be found in Chapter Four of 
this report. 
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Chapter Eight: Processing and Scoring 

RECEIPT OF MATERIALS 

Receipt of PSSA-M test materials began on April 14, 2010 and concluded on May 14, 2010, with 
all make-up tests. DRC’s Operations Materials Management System (Ops MMS) was utilized to 
receive assessment materials securely, accurately, and efficiently. This system features 
innovative automation and advanced barcode scanners. Captured data were organized into 
reports, which provided timely information with respect to suspected missing material.  

The first step in the Ops MMS was the Box Receipt System. When a shipment arrived at DRC, 
the boxes were removed from the carrier’s truck and passed under a barcode reader, which read 
the barcode printed on the return label and identified the district and school. If the label could not 
be read automatically, a floor operator entered the information into the system manually. The 
data collected in this process were stored in the Ops MMS database. After the barcode data were 
captured, the boxes were placed on a pallet and assigned a corresponding pallet number. 

Once the box receipt process was completed, the materials separation phase began. Warehouse 
personnel opened the boxes and materials were sorted by grade and status (used or unused 
answer booklet) into new boxes. Once filled, a sorted box’s documents were loaded into an 
automated counter, which recorded a booklet count for each box. An on-demand DRC box label 
was produced that contained a description of each box’s contents and quantity in both barcode 
and human-readable format. This count remained correlated to the box as an essential quality 
control step throughout secure booklet processing and provided a target number for all steps of 
the check-in process. 

Once labeled, the sorted and counted boxes proceeded to booklet check-in. This system used 
streamfeeder automation to carry documents past oscillating scanners that captured data from up 
to two representative barcodes and stored it in the Ops MMS database.  

The secure booklet check-in operator used a hand scanner to scan the counted box label. This 
procedure identified the material type and quantity parameters for what the Ops MMS should 
expect within a box. The box’s contents were then loaded into the streamfeeder.  

The documents were fed past oscillating scanners that captured both the security code and 
precode from the booklets. A human operator monitored an Ops MMS screen, which displayed 
scan errors, an ordered accounting of what was successfully scanned, and the document count for 
each box.  

When all materials were scanned and the correct document count was reached, the box was 
sealed and placed on a pallet. If the correct document count was not reached, or if the operator 
encountered difficulties with material scanning, the box and its contents were delivered to an 
exception handling station for resolution. 

This check-in process occurred immediately upon receipt of materials; therefore, DRC provided 
feedback to districts and schools regarding any missing materials based on actual receipts versus 
expected receipts. Sites that had 100 percent of their materials missing after the date they were 
due to DRC were contacted and any issues were resolved.  

Throughout the process of secure booklet check-in, DRC project management ran a daily 
missing materials report. Every site that was missing any number of booklets was contacted by 
DRC. Results of these correspondences were recorded for inclusion in a final Missing Materials 
Report if the missing booklets were not recorded by the testing site. DRC produced the Missing 
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Materials Report for PDE upon completion of secure booklet check-in. The report listed all 
schools in each participating district along with security barcodes for any booklets not returned 
to DRC. 

After scannable materials (used booklets) were processed through booklet check-in, the materials 
became available to the DRC Document Processing Center Log-in staff for document log-in. The 
booklets were logged-in using the following process: 

 A DRC scannable barcode batch header was scanned, and a batch number was 
assigned to each box of booklets. 

 The DRC box label barcode was scanned into the system to link the box and booklets 
to the newly created batch and to create a Batch Control Sheet.  

 The DRC box label barcode number, along with the number of booklets in the box, 
was printed on the Batch Control Sheet for document tracking purposes. All 
documents that were linked to the box barcode were assigned to the batch number and 
tracked through all processing steps. As documents were processed, DRC staff dated 
and initialed the Batch Control Sheet to indicate that proper processing and controls 
were observed. 

Before the booklets were scanned, all batches went through a quality inspection to ensure batch 
integrity and correct document placement.  

After a quality check in the DRC Document Processing Center log-in area, the spines were cut 
off the scannable documents, and the pages were sent to DRC’s Imaging and Scoring System. 

SCANNING OF MATERIALS 

Customized scanning programs for all scannable documents were prepared to read the booklets 
and to format the scanned information electronically. Before materials arrived, all image 
scanning programs went through a quality review process that included scanning of mock data 
from production booklets to ensure proper data collection. 

DRC’s image scanners were calibrated using a standard deck of scannable pages with 16 known 
levels of gray. On a predefined page location, the average pixel darkness was compared to the 
standard calibration to determine the level of gray. Marks with an average darkness level of 4 or 
above on a scale of 16 (0 through F) were determined to be valid responses, per industry 
standards. If multiple marks were read for a single item and the difference of the grayscale reads 
was greater than four levels, the lighter mark was discarded. If the multiple marks had fewer than 
four levels of grayscale difference, the response was flagged systematically and forwarded to an 
editor for resolution. 

DRC’s image scanners read selected-response, demographic, and identification information. The 
image scanners also used barcode readers to read pre-printed barcodes from a label on the 
booklet. 

The scannable documents were automatically fed into the image scanners where pre-defined 
processing criteria determined which fields were to be captured electronically. Constructed 
response images were separated out for image-based scoring.  

During scanning, a unique serial number was printed on each sheet of paper. This serial number 
was used for document integrity and to maintain sequencing within a batch of answer 
documents. 
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A monitor randomly displayed images, and the human operator adjusted or cleaned the scanner 
when the scanned image did not meet DRC’s strict quality standards for image clarity. 

All images passed through a process and a software clean-up program that despeckled, 
deskewed, and desmeared the images. A random sample of images was reviewed for image 
quality approval. If any document failed to meet image quality standards, the document was 
returned for rescanning. 

Page scan verification was performed to ensure that all pre-defined portions of the booklets were 
represented in their entirety in the image files. If a page was missing, the entire booklet was 
flagged for resolution. 

After each batch was scanned, booklets were processed through a computer-based editing 
program to detect potential errors as a result of smudges, multiple marks, and omits in 
predetermined fields. Marks that did not meet the pre-defined editing standards were routed to 
editors for resolution.  

Experienced DRC Document Processing Center editing staff reviewed all potential errors 
detected during scanning and made necessary corrections to the data file. The imaging system 
displayed each suspected error. The editing staff then inspected the image and made any needed 
corrections using the unique serial number printed on the document during scanning.  

Upon completion of editing, quality control reports were run to ensure that all detected potential 
errors were reviewed again and a final disposition was determined.  

Before batches of booklets were extracted for scoring, a final edit was performed to ensure that 
all requirements for final processing were met. If a batch contained errors, it was flagged for 
further review before being extracted for scoring and reporting. 

During this processing step, the actual number of documents scanned was compared to the 
number of booklets assigned to the box during book receipt. Count discrepancies between book 
receipt and booklets scanned were resolved at this time.  

Once all requirements for final processing were met, the batch was released for scoring and 
student level processing. 

Table 8–1 shows the number of modified booklets received through booklet check-in and the 
number of modified booklets that contained student responses that were scanned and scored. 
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Table 8–1. Counts of 2010 PSSA-M Materials Received – Grades 4, 5, 6, 7, 8, and 11 

 

Booklets 
Received 

Used Booklets 
Scanned 

Total Booklets 
Shipped 

Grade 4 Modified Math 9308 2206 9324 

Grade 5 Modified Math 9896 2593 9917 

Grade 6 Modified Math 9080 2764 9101 

Grade 7 Modified Math 8822 2868 8843 

Grade 8 Modified Math 9225 3095 9248 

Grade 11 Modified Math 9642 3634 9664 

 

Figure 8–1 illustrates the production workflow for DRC’s Ops MMS and Image Scanning and 
Scoring System from receipt of materials through all processing of materials and the presentation 
of scanned images for scoring. 

Figure 8–1. Workflow System 
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MATERIALS STORAGE 

Upon completion of processing, student response documents were boxed for security purposes 
and final storage: 

 Project-specific box labels were created containing unique customer and project 
information, material type, batch number, pallet/box number, and the number of 
boxes for a given batch. 

 Boxes were stacked on pallets that were labeled with the project information and a list 
of the pallet’s contents before delivery to the Materials Distribution Center for final 
secure storage. 

 Materials will be destroyed one year after contract year ends with PDE written 
approval. 

SCORING MULTIPLE-CHOICE ITEMS 

The scoring process included the scoring of multiple-choice items against the answer key and the 
aggregation of raw scores from the constructed responses. A student’s raw score is the actual 
number of points achieved by the student for tested elements of an assessment. From the raw 
scores, the scale scores were calculated. 

The student file was scored against the finalized and approved multiple-choice answer key. Items 
were scored as right, wrong, omitted, or double-gridded (more than one answer was bubbled for 
an item). Sections of the test were evaluated as a whole and an attempt status was determined for 
each student for each subject. The score program defined all data elements at the student level 
for reporting. 

RANGEFINDING 

After student answer documents were received and processed, DRC’s Performance Assessment 
Services (PAS) staff assembled groups of responses that exemplified the different score points 
represented in the 0–4 item-specific scoring guidelines for modified mathematics. 

Examples of student essays were identified from the operational writing assessment and student 
responses were also pulled for the new 2010 field test items. Once examples for all score points 
were identified, sets were put together for each item, and copies were made for each 
rangefinding participant. Rangefinding committees consisted of Pennsylvania educators, PDE 
staff members, DRC Test Development staff, and DRC Performance Assessment Services staff. 
The Modified Math Rangefinding Meeting was held on July 7, 2010 at the Hilton, Harrisburg. 

Rangefinding meetings began in a joint session with a review of the history of the 2010 
assessment and then broke into grade-level groups. Copies of student responses were presented 
to the committees, one item at a time. The committees initially reviewed and scored the student 
samples together to ensure that everyone was interpreting the scoring guidelines consistently. 
Committee members then went on to score responses independently, and those scores were 
discussed until a consensus was reached. Only responses for which a high agreement rate among 
committee members was attained were chosen as training materials for DRC readers. 
Discussions of responses included the mandatory use of scoring guideline language, assuring 
PDE and all involved that the score point examples clearly illustrated the specific requirements 
of each score level. DRC PAS staff made notes of how and why the committees arrived at score 
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point decisions, and this information was used by the individual scoring directors in reader 
training. 

DRC and PDE discussed scoring guideline edits that the committees suggested. Changes 
approved by PDE were then made by DRC Test Development staff, and the scoring guidelines 
were used by PAS staff in the preparation of materials and training of readers. 

READER RECRUITMENT/QUALIFICATIONS 

DRC retains a number of readers from year to year. This pool of experienced readers was used to 
staff the approximate 2,800 readers who were needed for scoring the 2010 PSSA, including the 
modified mathematics. To complete the reader staffing for this project, DRC placed 
advertisements in local papers and also utilized a variety of websites. Open houses were held and 
applications for reader positions were screened by the DRC recruiting staff. Candidates were 
personally interviewed and a mandatory, on-demand writing sample and a mathematics sample 
were collected, along with references and proof of a four-year college degree. In this screening 
process, preference was given to candidates with previous experience scoring large-scale 
assessments and with degrees emphasizing expertise in mathematics. Since readers had to have a 
strong content-specific background, the reader pool consisted of educators and other 
professionals who were valued for their experience, but who were also required to set aside their 
own biases about student performance and accept the scoring standards. 

LEADERSHIP RECRUITMENT/QUALIFICATIONS 

Scoring directors and team leaders were chosen by the content specialists from a pool consisting 
of experienced individuals who were successful readers and leaders on previous DRC contracts 
and had strong backgrounds in scoring mathematics. Those selected demonstrated organization, 
leadership, and management skills. A majority of the scoring directors and team leaders had at 
least five years of leadership experience on large-scale assessments, including the PSSA. All 
scoring directors, team leaders, and readers were required to sign confidentiality agreements 
before any training or handling of secure materials began.  

Each room of readers was assigned a scoring director. This individual was monitored by the 
project director and project content specialist and led the handscoring for the duration of the 
project. The scoring director assisted in rangefinding, worked with supervisors to create training 
materials, conducted the team leader training, and was responsible for training the readers. The 
scoring director also made sure that reports were available and interpreted reports for the readers. 
The scoring director supervised the team leaders. 

Team leaders assisted the scoring director with reader training and monitoring by working with 
their teams in small group discussions and answering individual questions that readers may not 
have felt comfortable asking in a large group. Once readers had qualified, the team leaders were 
responsible for maintaining the accuracy and workload of team members. The ongoing 
monitoring identified those readers who were having difficulty scoring accurately and resulted in 
the reader receiving one-on-one retraining or being paired with a stronger reader. This process 
corrected any inaccuracies in scoring or, if not, that reader was released from the project and any 
responses they scored were rescored by other readers. 
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TRAINING 

As part of the training for the modified mathematics common items for 2010, DRC’s PAS staff 
assembled the approved scoring guidelines and the scored student responses from training 
materials that were identified by rangefinding committees, into sets used for training the readers. 
The same process was used to assemble field test training materials upon completion of the Field 
Test Rangefinding. Responses that were relevant in terms of the scoring concepts they illustrated 
were annotated for use in an anchor set. The item-specific scoring guidelines for modified 
mathematics served as the readers’ constant reference.  

Training and qualifying sets consisted of examples of student responses reviewed by the 
rangefinding committees. Responses were selected to show the readers the range of each score 
point, such as, high, mid, and low 4, 3, 2, 1. Examples of 0s were included as well. Readers were 
instructed on how to apply the guidelines and were required to demonstrate a clear 
comprehension of each anchor set by performing well on the training materials that were 
presented for each grade and item. This helped to train the readers to recognize the various ways 
that a student could respond to earn the score point that was outlined and defined in the item 
specific scoring guidelines. All ranges of score points were represented and clearly annotated in 
the Anchor Set, which was used for reference by the readers throughout the scoring of the 
project. 

The scoring director conducted the team leader training before the reader training. This training 
followed the same procedures as the reader training, but qualifying standards were more 
stringent because of the responsibilities required of the team leaders. During team leader 
training, all materials were reviewed and discussed, and anticipated reader questions and 
concerns were addressed. Team leaders were required to annotate all of their training responses 
with the official annotations received from the content committee members at the rangefinding 
meetings. To facilitate scoring consistency, it was imperative that each team leader imparted the 
same rationale for each response that other team leaders used. Once the team leaders qualified, 
leadership responsibilities were reviewed and team assignments were given. A ratio of one team 
leader for each 8–10 readers ensured adequate monitoring of the readers. 

The 2010 assessment included the opportunity for students to respond in Spanish to the 
Grades 4–8 and 11 modified mathematics items. The scoring director responsible for this was a 
bilingual Hispanic with a strong mathematics background who had also worked with the PSSA 
for over ten years. Everyone who read these responses was bilingual and hired specifically to 
score the Spanish portion of the assessment. They were required to meet the same training and 
scoring standards that were set for the readers of the English version of the assessment.  

Reader training began with the scoring director providing an intensive review of the scoring 
guidelines and anchor papers to all readers. Next, the readers practiced by independently scoring 
the responses in the training sets. Afterwards, the scoring director or team leaders led a thorough 
discussion of each set in either a room-wide or small-group setting.  

Once the scoring guidelines, anchor sets, and all the training sets were discussed, readers were 
required to apply the scoring criteria by qualifying (i.e., scoring with acceptable agreement to the 
true scores) on at least one of the qualifying sets. The true scores were those assigned by the 
rangefinding committees and agreed upon by the content staff of PDE and DRC. If readers could 
not accept or recognize the rationale and purpose for assigning the correct score and did not 
perform accordingly on the training materials, it was determined that they did not understand the 
parameters of scoring correctly. Readers who failed to achieve the 70 percent level of exact 
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agreement were given additional training to acquire the highest degree of accuracy possible. 
Readers who did not perform at the required level of agreement by the end of the qualifying 
process were not allowed to score any student responses. These readers were removed from the 
pool of potential scorers in DRC’s imaging system and released from the project. 

HANDSCORING PROCESS 

Student responses were scored independently and by multiple readers. All responses were read 
once with 10 percent double read, and additional read behinds above the 10 percent double reads 
were done to ensure reliability. The data collected from this 10 percent double read was used to 
calculate the exact and adjacent agreement rates in the Scoring Summary Reports. The responses 
that were used for the 10 percent read behind were randomly chosen by the imaging system at 
the item level.  

Readers scored the imaged student responses on PC monitors at the DRC Scoring Centers in 
Columbus, Ohio and Plymouth and Woodbury, Minnesota. Readers were seated at tables with 
two imaging stations at each table. Image distribution was controlled, thus ensuring that student 
images were sent to designated groups of readers qualified to score those items. Imaged student 
responses were electronically separated for routing to individual readers by item, and readers 
were only provided with student responses that they were qualified to score. Readers read each 
response and keyed in the score.  

To handle possible alerts (i.e., student responses indicating potential issues related to the 
student’s safety and well-being that may require attention at the state or local level), the imaging 
system allows readers to forward responses needing attention to the scoring director. These alerts 
are reviewed by the project director, who then notifies the students’ schools and PDE of the 
occurrences. However, PDE does not receive the students’ responses or any other identifying 
information on the students. Also, at no time does the reader know anything about the students’ 
personal identities. There were no alerted student responses during the scoring of the 2010 
modified mathematics. 

Once handscoring was completed, PAS compiled anecdotal reviews of the field test items for all 
grade levels. This information was presented to DRC’s Test Development group. 

HANDSCORING VALIDITY PROCESS 

One of the quality/training tools PAS utilized to ensure reader accuracy was the validity process. 
The goal of the validity process is to ensure that scoring standards are maintained. Specifically, 
the objective is to make sure that scorers rate student responses in a manner consistent with 
statewide standards both within a single administration of the PSSA modified mathematics and 
across consecutive administrations. This scoring consistency was maintained, in part, through the 
validity process.  

The validity process began with the selection of scored responses from the initial field test. The 
content specialist for modified mathematics selected 40 validity papers for each core constructed 
response (CR) item. These 40 papers were drawn from a pool of exemplars (responses that are 
representative of a score point and have been verified by the scoring director and the content 
specialist). The scores on validity papers are considered criterion or true scores.  
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The validity papers were then implemented to test reader accuracy. The responses were scanned 
into the imaging system and dispersed intermittently to the readers. By the end of the project, 
readers had scored all 40 validity papers for any items they were qualified to score. Readers were 
unaware that they were being fed pre-scored responses and assumed that they were scoring live 
student responses. This helped bolster the internal validity of the process. It is important to note 
that all readers who received validity papers had already successfully completed the 
training/qualifying process.  

Next, the scores that the readers assigned to the validity papers were compared to the true scores 
in order to determine the validity of the readers’ scores. For each item, the percentage of exact 
agreement as well as the percentage of high and low scores was computed. This data was 
accessed through the Validity Item Detail Report. The same kind of data was also computed for 
each specific reader. This data was accessed through the Validity Reader Detail Report. Both of 
these can be run as a daily or cumulative report.  

The Validity Reader Detail Report was used to identify particular readers for retraining. If a 
reader on a certain day generated a lower rate of agreement on a group of validity papers, it was 
immediately apparent in the Validity Reader Detail Report. A lower rate of agreement was 
defined as anything below 70 percent exact agreement with the true scores. Anytime a reader’s 
validity agreement rate fell below 70 percent, this cued the scoring director to examine that 
reader’s scoring. First, the scoring director tried to figure out what kind of validity papers the 
reader was scoring incorrectly. This was done to determine if there was any kind of a trend (e.g., 
tending to go low on the 1–2 line). Once the source of the low agreement was determined, the 
reader was retrained. If it was determined that the reader had been scoring live papers 
inaccurately, then his/her scores were purged for that day and the responses were re-circulated 
and scored by other readers.  

The cumulative Validity Item Detail Report was utilized to identify potential room-wide trends 
in need of correction. For instance, if a particular validity response with a true score of three was 
given a score of two by a significant number of readers, that trend would be revealed in the 
Validity Item Detail Report. To correct a trend of this sort, the scoring director would look for 
student responses similar to the validity paper being scored incorrectly. Once located, these 
responses would be used in room-wide training, usually in the form of an annotated handout or a 
short set of papers without printed scores given to readers as a recalibration test.  

Validity was employed on all core modified mathematics CR items. Each 40 paper validity set 
was formulated to mimic the score point distribution that the item generated during its previous 
administration. Each validity set included at least five examples of each score point. Examples of 
different types of responses were included to ensure that readers were tested on the full spectrum 
of response types.  

The exact reader agreement rate generated during the validity process was often higher than the 
inter-rater agreement rate for the same item. The reason for this discrepancy has to do with how 
validity sets are formulated. The 40 validity papers for each item, chosen by the content 
specialist, are intended to cover the full breadth of each score point. For example, each validity 
set contains examples of high, low and middle twos. This scope ensures that the validity process 
is truly valid in terms of addressing the complete spectrum of response types. However, certain 
types of responses are generally not included in validity sets. These include line papers (i.e., 
examples of score points that are so close to the adjacent score point that readers are instructed to 
consult with a supervisor before assigning a score) and responses that, because of poor word 
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choice/writing, are difficult to understand. The reason for these exclusions is that 
confusing/line/illegible papers often do not impart a teachable lesson. Since these types of papers 
are usually unique, any potential lesson the paper might teach would apply only to that specific 
response. Conversely, the papers in validity sets are chosen because they represent common 
response-types and teach lessons that can be applied to other similar papers. Due to this 
distinction, validity sets generate a slightly higher agreement rate than is normally generated 
during operational scoring. PAS could change this practice in the future by including some truly 
line papers in validity sets. However, this change might also have the unintended effect of 
confusing the training process. Since line papers are already included in the training sets given to 
readers prior to qualifying, putting them into validity sets might complicate the process 
unnecessarily. 

QUALITY CONTROL  

Reader accuracy was monitored throughout the scoring session by producing both daily and 
on-demand reports, ensuring that an acceptable level of scoring accuracy was maintained. 
Inter-reader reliability was tracked and monitored with multiple quality control reports that were 
reviewed by quality assurance analysts. These reports and other quality control documents were 
generated at the handscoring centers and were reviewed by the scoring directors, team leaders, 
content specialists, and project directors. The following reports and documents were used during 
the scoring of the constructed responses:  

The Scoring Summary Report (includes two related reports) 

1. The Reader Monitor Report monitored how often readers were in exact agreement  
with one another and ensured that an acceptable agreement rate was maintained. This 
report provided daily and cumulative exact and adjacent inter-reader agreement on the 
10 percent that was double read.  

2. The Score Point Distribution Report monitored the percentage of responses given each 
of the score points. For example, the mathematics daily and cumulative reports showed 
how many 0s, 1s, 2s, 3s, and 4s a reader had given to all the responses scored at the time 
the report was produced. It also indicated the number of responses read by each reader so 
that production rates could be monitored. 

The Item Status Report monitored the progress of handscoring. This report tracked each 
response and indicated the status (e.g., needs second read or complete). This report ensured that 
all responses were scored by the end of the project. 

The Read-Behind Report identified all responses scored by an individual reader. This report 
was useful if any responses needed rescoring because of possible reader drift. 

The Validity Reports tracked how the readers performed by comparing pre-determined scored 
responses to readers’ scores for the same set of responses. If the readers’ scoring fell below the 
70 percent determined agreement rate, remediation occurred. Readers who did not retrain to the 
required level of agreement were released from the project.  

The Read-Behind Log was used by the team leader/scoring director to monitor individual 
reader reliability. Student responses were randomly selected and team leaders read scored items 
from each team member. If the team leader disagreed with the reader’s score, remediation 
occurred. This proved to be a very effective type of feedback because it was done with live items 
scored by a particular reader. 
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Recalibration Sets were used throughout the scoring sessions to ensure accuracy by comparing 
each reader’s scores with the true scores on a preselected set of responses. Recalibration sets 
helped to refocus readers on Pennsylvania scoring standards. This check made sure there was no 
change in the scoring pattern as the project progressed. Readers failing to achieve 70 percent 
agreement with the recalibration true scores were given additional training to achieve the highest 
degree of accuracy possible. Readers who were unable to recalibrate were released from the 
project. The procedure for creating and administering recalibration sets was similar to the one 
used for training sets. 

Table 8–2 shows exact and adjacent agreement rates of readers on the core constructed responses 
for the modified mathematics items in the 2010 PSSA. All student responses were read once with 
a 10 percent double read. The data collected from this 10 percent double read was used to 
calculate the exact and adjacent agreement rates. 

Table 82. Inter-rater Agreement for 2010 PSSA Modified  
Mathematics Grades 48 & 11  

Constructed Response Items and Validity  

04 possible score points 

Modified 
Mathematics 

Common 
Item 

% Exact 
Agreement 

% Adjacent 
Agreement 

% Exact + 
Adjacent 

Agreement 

% Exact 
Validity 

Agreement 

Grade 4 
1 98 2 100 96 

2 100 0 100 92 

Grade 5 
1 96 4 100 89 

2 97 3 100 97 

Grade 6 
1 88 12 100 91 

2 99 1 100 91 

Grade 7 
1 96 4 100 96 

2 94 5 99 98 

Grade 8 
1 89 11 100 92 

2 87 13 100 98 

Grade 11 
1 93 7 100 94 

2 95 5 100 93 
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Table 83 shows the distribution of scores for the modified mathematics items. All modified 
mathematics items are scored with a 0–4 score point range. B=blank and NS=non-scoreable. 

Table 83. Percentages Awarded for Each Possible Score Point  
2010 PSSA Modified Mathematics Grades 4–8 and 11 

Modified 
Mathematics 

Common Item %0 %1 %2 %3 %4 %B/NS 

Grade 4 
1 34 29 9 12 14 0 

2 31 32 21 9 6 0 

Grade 5 
1 61 21 8 7 2 1 

2 31 24 11 12 22 1 

Grade 6 
1 41 39 12 5 3 1 

2 16 54 21 7 1 1 

Grade 7 
1 26 30 16 17 11 1 

2 74 4 6 7 8 2 

Grade 8 
1 25 40 24 6 4 1 

2 33 37 16 10 3 2 

Grade 11 
1 49 35 7 2 3 4 

2 36 49 5 4 0 6 
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Chapter Nine: Description of Data Sources and Sampling Adequacy  
This chapter describes the data sources (e.g., n-counts, characteristics of students) used for the 
various analysis procedures discussed in the remaining chapters of this technical report. 
Statistical analysis is conducted at several points for the PSSA-M: 1) an early analysis for quality 
control purposes; 2) analyses associated with the late-stage calibration, scaling, and linking 
process (e.g., impact results); 3) analyses used for item banking; and, 4) analyses for the 
technical report. Very detailed information regarding the attributes of students used for AYP 
reporting is provided in Chapter Ten2. 

PRIMARY STUDENT FILTERING CRITERIA 

For many data files, the primary means of filtering students for inclusion/exclusion from any 
data analysis are based on the state reporting criteria which are outlined below. Within the state 
reporting rules are separate attempt criteria for individual subject areas. The attempt criteria are 
discussed more fully below. 

State Reporting Criteria 

The state reporting criteria are as follows:  

 Student must be enrolled for the full academic year. 

 Student must be attributed to a public district/school (state).  

 Student must receive a score (i.e., met the subject attempt logic—see additional 
information below). 

 Student is not a home school student. 

 Student is not a foreign exchange student. 

 Student is not a first year ELL student. 

PSSA-M ATTEMPT CRITERIA  

For all data sources, only students who meet the attempt criteria are included. The attempt 
criteria required a minimum of four items (multiple-choice or open-ended items) to be completed 
in each subject area section of the test booklets. Counts were based on operational items only. 

  

                                                 
2 This data file was delivered to PDE on July 29, 2010.  



Chapter Nine: Description of Data Sources and Sampling Adequacy 

2010 PSSA-M Technical Report Page 62 

KEY VALIDATION DATA  

These data are only mentioned for the sake of completeness as no formal results from these data 
are provided in this technical document. An analysis on all MC items is conducted early in the 
scoring process to ensure that the items are performing as expected. This is an important quality 
check that is always done for the PSSA-M. This analysis is usually (but not always) done using 
all students from early-return schools. The sample does not need to be state representative for 
these quality checks. Available student data typically suffices as long as there is reasonable 
variability in the total test scores of students. 

For 2010 this data included all public school students who: 1) had their MC items scanned and 
scored by April 30 and 2) met preliminary attempt criteria (i.e., attempt was determined based on 
MC items only). Note that the full state reporting criteria were not in effect for this file (only 
attribution to a public school based on tested site and preliminary attempt criteria were used to 
filter students). 

CALIBRATION DATA 

Calibration data included students who met the preliminary state reporting criteria (including 
attempt criteria) by May 23, 2010. The state reporting criteria were preliminary meaning that 
attributions and final PIMS information were not complete by this time. No sampling was 
undertaken in this data (i.e., it included all students who met the above criteria with operational 
test scores up to this point). 

ITEM BANK DATA 

The item-bank data included students who met the state reporting criteria, pre-AYP appeals 
(including attempt criteria) by July 15, 2010. No sampling was undertaken in this data (i.e., it 
included all students who met the above criteria with scored field test data up to that point). The 
data banked for field-test items were based on this data file. 

FINAL DATA 

This file included all students who met state reporting criteria, pre-AYP appeals (including 
attempt criteria) by July 153 for all subject areas. No sampling was undertaken in this data (i.e., it 
includes all students in the data file). The final data is pre-appeals data, meaning that schools had 
not yet had an opportunity to correct certain fields within the data during the AYP appeals 
process (e.g., student ethnicity). The majority of the results included in this technical report were 
derived using the final data file. 

  

                                                 
3 The AYP reporting file was delivered to PDE on July 29, 2010. Most analyses in this report were conducted on 
stripped-down version of that data file (i.e., some data elements were removed to reduce file size). Hence, the two 
different file dates. 
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FINAL N-COUNTS FOR ALL DATA SOURCES  

The n-counts for all data sources are provided in Table 9–1.  

Table 9–1. Data Source N-Counts 

 

Key  
Validation

Calibration
Item 
Bank 

Final 

4 1587 2129 2169 2169 

5 1919 2514 2551 2552 

6 2060 2642 2698 2700 

7 2094 2746 2814 2817 

8 2240 2944 3012 3019 

11 2158 3433 3532 3536 
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Chapter Ten: Summary Demographic, Program, and  
Accommodation Data for the 2010 PSSA Modified 

ASSESSED STUDENTS 

As stated in the Preface, the target population for the PSSA-M consists of those public school 
students with an IEP and history of low academic achievement whose disabilities inhibit their 
capacity to respond to the standard PSSA, even with accommodations, but function above the 
one percent of students with the most severe cognitive impairments who qualify for the 
Pennsylvania Alternate System of Assessment (PASA).  

Eligibility for the PSSA-M requires that a student 1) is not eligible for the PASA, 2) must have a 
grade-level standards aligned IEP that clearly documents that the student requires significant 
instructional accommodations to successfully access grade level content, 3) demonstrates 
persistent academic difficulties with 4) a lack of academic progress. More detailed information 
on the PSSA-M eligibility criteria may be accessed by going to www.education.state.pa.us. On 
the left side of the navigation bar, click on “Programs,” then “Programs SZ,” then “Special 
Education.” From the “Special Education” page click on “Assessment” to access the relevant 
documents. 

Results for Chapter Ten are presented in tables with a numbering system that includes a letter 
designating a subject area. For the 2010 PSSA-M Technical Report, each table number contains 
an “M” for Mathematics as this was the only subject area assessed.  

Table 10–1M provides a summary of the assessed students for mathematics. Presented on the 
first line is the total number of non-blank answer documents processed by grade level for the 
2010 PSSA-M. This number pertains to the total number of records on the student file and is 
typically less than the “Used Booklets Scanned” column shown in Table 8–1. The reason for the 
difference is that completely blank answer booklets (no student name and no items responded to) 
get removed from the initial batch of materials scanned. See Chapter Eight for more details on 
processing. The second line shows the number and percent of students with a PSSA-M score in 
mathematics, followed by the number and percent not receiving a score. The final line gives the 
number of students contributing to state summary statistics, which is especially relevant for all 
tables following 10–2M. (See the section of this chapter entitled “Composition of Sample Used 
in Subsequent Tables” for additional explanation.)  

Table 10–1M. Students Assessed on the 2010 PSSA-M: Mathematics 

 
Gr. 4 Gr. 5 Gr. 6 Gr. 7 Gr. 8 Gr. 11 

N / Pct N / Pct N / Pct N / Pct N / Pct N / Pct 
Number of non-blank answer 
documents processed 

2,206 2,590 2,758 2,862 3,092 3,629

Students with mathematics 
scores  

2,203
99.9

2,580
99.6

2,741
99.4

2,853 
99.7 

3,063 
99.1 

3,572
98.4

Number processed but not 
assessed (without a total score) 

3
0.1

10
0.4

17
0.6

9 
0.3 

29 
0.9 

57
1.6

Students with mathematics 
scores used in state summaries 

2,169 2,552 2,700 2,817 3,019 3,536
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As may be observed from Table 10–1M, not all students were assessed. Although there are a 
variety of reasons for this, the major ones pertained to: 

 Extended absence from school that continued beyond the assessment window. 

 Being absent without make-up for at least one section of the mathematics test. 

 Failure of a student to meet the attempt criteria on one or more mathematics test 
sections and no exclusion code was marked by school personnel. For mathematics, 
the attempt criteria required a minimum of four items to be completed in each test 
section. 

 Medical emergency. 

 Other reasons (includes parental request due to religious reasons, students who are 
court-agency placed, students with multiple reasons coded, and the category of other). 

The numbers of students without test scores for these reasons are presented in Table 10–2M. 

Table 10–2M. Counts of Students without Scores on the 2010 PSSA-M: Mathematics 

Reason for Non-Assessment: 
Mathematics 

Gr. 4 Gr. 5 Gr. 6 Gr. 7 Gr. 8 Gr. 11 
N / Pct N / Pct N / Pct N / Pct N / Pct N / Pct 

Extended absence from school 
1

33.3
1

10.0
1

5.9
0 

0.0 
4

13.8
11

19.3

Absent without make-up 
0

0.0
0

0.0
1

5.9
2 

22.2 
2

6.9
3

5.3

Non-Attempt for mathematics 
0

0.0
4

40.0
9

52.9
5 

55.6 
15

51.7
28

49.1

Medical emergency 
1

33.3
4

40.0
4

23.5
2 

22.2 
5

17.2
5

8.8

Other reasons 
1

33.3
1

10.0
2

11.8
0 

0.0 
3

10.3
10

17.5

Total not assessed for mathematics 3 10 17 9 29 57

 

COMPOSITION OF SAMPLE USED IN SUBSEQUENT TABLES 

Students included in the following demographic analyses were those who contributed to state 
summary statistics, using the Pre-Appeals (AYP) individual student data file provided to the 
Pennsylvania Department of Education on July 29, 2010. Students not included in the present 
state summary data were those who were 1) enrolled in a Pennsylvania school after 
October 1, 2009, 2) coded as ELL and enrolled after March 27, 2009, 3) a foreign exchange 
student, 4) home schooled, 5) enrolled in a non-public school, or 6) do not have a mathematics 
test score.  

Demographic data for students taking the PSSA-M for mathematics is presented in  
Table 10–3M. Results for accommodations received are presented in Tables 10–4M through  
10–7M. 
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COLLECTION OF STUDENT DEMOGRAPHIC INFORMATION 

Data for analyses involving demographic characteristics were obtained primarily from 
information supplied by school district personnel through the Pennsylvania Information 
Management System (PIMS) and subsequently transmitted to DRC. Updates of attribution data 
for AYP were carried out through the DRC Attribution System. Some data such as 
accommodation information is marked directly on the student answer document at the time the 
PSSA-M is administered. 

DEMOGRAPHIC CHARACTERISTICS  

Frequency data for each category is presented in Table 10–3M. Percentages are based on 
students with a score in mathematics, which are shown at the bottom of the table. Included are 
students receiving education in a non-traditional setting, such as court-agency placed. 

Table 10–3M. Demographic Characteristics of 
Students Taking the 2010 PSSA-M: Mathematics 

Demographic or Educational 
Characteristic 

Gr. 4 Gr. 5 Gr. 6 Gr. 7 Gr. 8 Gr. 11 

 N / Pct N / Pct N / Pct N / Pct N / Pct N / Pct 
Gender  

Female 
912 

42.0
1,069 
41.9

1,076 
39.9

1,156 
41.0

1,196 
39.6 

1,332 
37.7

Male 
1,249 
57.6

1,471 
57.6

1,616 
59.9

1,647 
58.5

1,803 
59.7 

2,163 
61.2 

Race/Ethnicity  
American Indian or Alaskan 
Native 

4 
0.2

6 
0.2

7 
0.3

3 
0.1

8 
0.3 

5 
0.1

Asian or Pacific Islander 
27 

1.2
19 

0.7
31 

1.1
36 

1.3
22 

0.7 
27 

0.8
Black/African American 
non-Hispanic 

415 
19.1

465 
18.2

511 
18.9

511 
18.1

554 
18.4 

700 
19.8

Latino/Hispanic 
193 
8.9

223 
8.7

233 
8.6

236 
8.4

251 
8.3 

232 
6.6

White non-Hispanic 
1,492 
68.8

1,783 
69.9

1,874 
69.4

1,987 
70.5

2,138 
70.8 

2,496 
70.6

Multi-Racial/Ethnic 
28 

1.3
42 

1.6
36 

1.3
27 

1.0
26 

0.9 
36 

1.0
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Demographic or Educational 
Characteristic 

Gr. 4 Gr. 5 Gr. 6 Gr. 7 Gr. 8 Gr. 11 

 N / Pct N / Pct N / Pct N / Pct N / Pct N / Pct 
Educational Category and 
Other Demographic Groups 

       

IEP (not gifted) 
 2,169 
100.0

 2,552 
100.0

2,700 
100.0

 2,817 
100.0

 3,019 
100.0 

 3,536 
100.0

Student exited IEP in last 2 
years 

   0 
0.0

    0 
0.0

    0 
0.0

    0 
0.0

    0 
0.0 

  0  
0.0  

Title I 
   524 
24.2

    613 
24.0

   548 
20.3

   425 
15.1

   451 
14.9 

   358 
10.1

Title III Served 
   60 

2.8
   65 

2.5
   76 
  2.8

        48 
1.7

   57 
1.9 

   12  
0.3

Title III Not Served 
   30 

1.4
   30 

1.2
  23 
0.9

   26 
0.9

   19 
0.6 

 13  
0.4

Migrant Student 
  1 

0.0
  3 

0.1
11 

0.4
  3 

0.1
  5 

0.2 
  1  
0.0

ELL (enrolled after 3-27-09) 
0 

0.0
0 

0.0
0 

0.0
   0  
0.0

   0  
0.0 

   0  
0.0

ELL (enrolled before 3-27-09) 
   90 

4.1
   95 

3.7
   99 

3.7
   74 

2.6
   76 

2.5 
   25  

0.7
Exited ESL/bilingual program 
and in first year of monitoring 

  7 
0.3

  7 
0.3

  3 
0.1

  6 
0.2

  8 
0.3 

  2  
0.1

Exited ESL/bilingual program 
and in second year of 
monitoring 

  2 
0.1

  2 
0.1

  6 
0.2

  3 
0.1

  1 
0.0 

  2  
0.1

Former ELL no longer 
monitored 

   11 
0.5

     16 
0.6

   21 
0.8

   24 
0.9

   40 
1.3 

   42  
1.2

Economically Disadvantaged 
 1,291 

59.5
1,526 
59.8

 1,499 
55.5

 1,584 
56.2

   1,621 
53.7 

 1,687 
47.7

Enrollment       
Current Enrollment in school of 
residence after 10-1-09 

   60 
2.8

   47 
1.8

   48 
1.8

   81 
2.9

   65 
2.2 

   97  
2.7

Current Enrollment in district of 
residence after 10-1-09 

   33 
1.5

   21 
0.8

   24 
0.9

   44 
1.6

   29 
1.0 

    41  
1.2

Current Enrollment as PA 
resident after 10-1-09 

    0 
0.0

    0 
0.0

    0 
0.0

    0 
0.0

    0 
 0.0 

   0  
0.0

Enrolled in school of residence 
after 10-1-08 but on/before  
10-1-09 

   450 
20.7

  643 
25.2

 1,100 
40.7

   880 
31.2

   545 
18.1 

   603 
17.1

Enrolled in district of residence 
after 10-1-08 but on/before  
10-1-09 

   239 
 11.0

   278 
 10.9

   292 
 10.8

   306 
 10.9

   335 
 11.1 

   389  
11.0

Education in Non-Traditional 
Settings 

  

Court / agency placed 
  2  
0.1

  5 
0.2

  4 
0.1

 17 
0.6

 17 
0.6  

    44 
1.2

Students with mathematics 
scores used in state summaries 

2,169   2,552   2,700   2,817   3,019   3,536
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TEST ACCOMMODATIONS PROVIDED 

School personnel supplied information regarding accommodations that a student may have 
received while taking the PSSA-M. Accommodations, classified in terms of presentation, 
response, setting, and timing, enable students to better manage disabilities that hinder their 
ability to learn and respond to assessments. An accommodations manual for the PSSA entitled 
PSSA and PSSA-M Accommodations Guidelines for Students with IEPs and Students with 504 
Plans (PDE, Revised 1/11/2010) was developed for use with the 2010 PSSA and PSSA-M. The 
manual can be accessed by going to www.education.state.pa.us. On the left side of the navigation 
bar, click on “Programs,” then “Programs OR,” then “Pennsylvania System of School 
Assessment (PSSA)” and then “Testing Accommodations & Security.”  

The frequency with which these accommodations were utilized is summarized separately for 
each accommodation category in Tables 10–4M through 10–7M. Table values are based on all 
scored students who contributed to state summary statistics. Note that a glossary of 
accommodation terms as applied to the PSSA is provided in Table 10–10 at the end of this 
chapter. 

PRESENTATION ACCOMMODATIONS RECEIVED 

Presentation Accommodations are those that provide alternate ways for students to access and 
process printed instructional material and assessments. These include auditory, tactile, visual, 
and combined auditory/visual modes of presentation. The number of presentation 
accommodations provided for mathematics in the 2010 assessment was 12. As depicted in 
Table 10–4M, the actual frequencies are quite low, generally representing less than five-tenths of 
one percent of assessed students statewide. The most notable exceptions were test directions read 
aloud and, test items/questions read aloud. 

RESPONSE ACCOMMODATIONS RECEIVED 

Response Accommodations permit students to complete assignments, tests, and activities in 
different ways to solve or organize problems using some type of assistive device or organizer. 
The number of response accommodations provided for mathematics was 12. The frequency with 
which these accommodations were utilized is summarized in Table 10–5M. The actual 
frequencies are quite low, most representing less than one percent of assessed students statewide. 

SETTING ACCOMMODATIONS RECEIVED 

Setting Accommodations permit a change in location in which a student receives instruction or 
participates in an assessment. There were four categories of setting accommodations in 2010. As 
depicted in Table 10–6M, small group testing, and testing in a separate setting were the most 
commonly used accommodations. 

TIMING ACCOMMODATIONS RECEIVED 

Timing Accommodations involve a change in the allowable length of time to complete 
assignments or assessments, including the way in which time is organized. There were four 
categories of timing accommodations in 2010. As depicted in Table 10–7M, the most common 
accommodation was scheduled extended time. 
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Table 10–4M. Incidence of Presentation  
Accommodations Received on the 2010 PSSA-M: Mathematics  

Type of Presentation 
Accommodation 

Gr. 4 Gr. 5 Gr. 6 Gr. 7 Gr. 8 Gr. 11 
N / Pct N / Pct N / Pct N / Pct N / Pct N / Pct 

Braille Format 
0

0.0
0

0.0
1

0.0
0 

0.0 
1 

0.0 
1

0.0

Large Print Format 
8

0.4
7

0.3
6

0.2
6 

0.2 
9 

0.3 
2

0.1

Electronic Screen Reader  
0

0.0
0

0.0
0

0.0
0 

0.0 
 0 

0.0 
0

0.0
Test directions read aloud 
(provided by live reader)  

931
42.9

908
35.6

752
27.9

601 
21.3 

644 
21.3 

450
12.7

Test directions signed, 
interpreted for ELL student, or 
recorded 

12
0.6

13
0.5

12
0.4

16 
0.6 

14 
0.5 

9
0.3

Test items/questions read aloud 
(provided by live reader) or 
signed 

1,360
62.7

1,457
57.1

1,104
40.9

808 
28.7 

762 
25.2 

296
8.4

Test items / questions interpreted 
for ELL student 

13
0.6

8
0.3

6
0.2

9 
0.3 

13 
0.4 

4
0.1

Amplification device 
9

0.4
2

0.1
2

0.1
1 

0.0 
0 

0.0 
1

0.0

Magnification device 
3

0.1
1

0.0
2

0.1
0 

0.0 
1 

0.0 
0

0.0
Reading windows, reading 
guides 

22
1.0

22
0.9

1
0.0

0 
0.0 

2 
0.1 

2
0.1

Other (per Accommodations 
Guidelines) 

29
1.3

44
1.7

32
1.2

30 
1.1 

38 
1.3 

25
0.7

Spanish version for mathematics 
0

0.0
2

0.1
4

0.1
1 

0.0 
2 

0.1 
0

0.0
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Table 10–5M. Incidence of Response Accommodations  
Received on the 2010 PSSA-M: Mathematics 

Type of Response 
Accommodations 

Gr.4 Gr.5 Gr.6 Gr.7 Gr.8 Gr.11 
N / Pct N / Pct N / Pct N / Pct N / Pct N / Pct 

Test administrator marked 
multiple-choice responses 

51
2.4

31
1.2

22
0.8

20 
0.7 

9 
0.3 

8
0.2

Test administrator scribed 
open-ended 

123
5.7

85
3.3

44
1.6

25 
0.9 

16 
0.5 

12
0.3

Test administrator transcribed 
student responses 

48
2.2

23
0.9

20
0.7

16 
0.6 

13 
0.4 

6
0.2

Qualified interpreter for ELL 0
0.0

0
0.0

0
0.0

0 
0.0 

1 
0.0 

1
0.0

Typewriter, word processor or 
computer 

3
0.1

1
0.0

3
0.1

1 
0.0 

10 
0.3 

4
0.1

Brailler / Notetaker 0
0.0

0
0.0

0
0.0

0 
0.0 

1 
0.0 

0
0.0

Augmentative communication 
device 

0
0.0

0
0.0

0
0.0

0 
0.0 

0 
0.0 

0
0.0

Audio recording of student 
responses 

0
0.0

0
0.0

0
0.0

0 
0.0 

0 
0.0 

0
0.0

Electronic Screen Reader 0
0.0

0
0.0

0
0.0

1 
0.0 

0 
0.0 

0
0.0

Manipulative 38
1.8

15
0.6

12
0.4

3 
0.1 

1 
0.0 

5
0.1

Translation dictionary for ELL 
student 

0
0.0

0
0.0

3
0.1

1 
0.0 

0 
0.0 

0
0.0

Other (approved by PDE) 15
0.7

27
1.1

7
0.3

25 
0.9 

9 
0.3 

7
0.2

 

Table 10–6M. Incidence of Setting Accommodations  
Received on the 2010 PSSA-M: Mathematics 

Type of Timing 
Accommodation 

Gr. 4 Gr. 5 Gr. 6 Gr. 7 Gr. 8 Gr. 11 
N / Pct N / Pct N / Pct N / Pct N / Pct N / Pct 

Hospital/Home Testing 
4

0.2
6

0.2
2

0.1
4 

0.1 
6 

0.2 
11
0.3

Separate Setting 
991
45.7

971
38.0

745
27.6

772 
27.4 

813 
26.9 

663
18.8

Small Group Testing 
1,606
74.0

1,821
71.4

1,751
64.9

1,673 
59.4 

1,829 
60.6 

1,794
50.7

Other (PDE approved) 
21
1.0

19
0.7

17
0.6

27 
1.0 

21 
0.7 

19
0.5
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Table 10–7M. Incidence of Timing Accommodations  
Received on the 2010 PSSA-M: Mathematics 

Type of Timing 
Accommodation 

Gr. 4 Gr. 5 Gr. 6 Gr. 7 Gr. 8 Gr. 11 
N / Pct N / Pct N / Pct N / Pct N / Pct N / Pct 

Scheduled Extended Time 
589
27.2

570
22.3

463
17.1

417 
14.8 

421 
13.9 

518
14.6

Requested Extended Time 
46
2.1

56
2.2

68
2.5

89 
3.2 

113 
3.7 

187
5.3

Multiple Test Sessions 
101
4.7

80
3.1

80
3.0

115 
4.1 

88 
2.9 

141
4.0

Changed Test Schedule 
46
2.1

43
1.7

35
1.3

52 
1.8 

18 
0.6 

43
1.2

 

ACCOMMODATION RATE  

The incidence of students receiving one or more of the 32 accommodations available for 
mathematics is provided in Table 10–8M. The category of Non-Accommodated indicates that a 
student did not receive any accommodation during the testing.  

The general pattern of findings provided in Table 10–8M reveals a consistently high percent of 
students receiving an accommodation, which diminished across grade levels, with the exception 
of Grade 8.  

Table 10–8M. Accommodation Rate on the 2010 PSSA-M: Mathematics 

Student Subgroup 
Gr. 4 Gr. 5 Gr. 6 Gr. 7 Gr. 8 Gr. 11 

N / Pct N / Pct N / Pct N / Pct N / Pct N / Pct 

Non-Accommodated 
393
18.1

537
21.0

734
27.2

907 
32.2 

919 
30.4 

1,531
43.3

Accommodated 
1,776
81.9

2,015
79.0

1,966
72.8

1,910 
67.8 

2,100 
69.6 

2,005
56.7

2,169  2,552 2,700 2,817 3,019 3,536 
 

The Incidence of Accommodations and ELL Status 

By definition students qualifying to take the PSSA-M assessment have an IEP along with a 
history of very low achievement. These students often receive various accommodations to assist 
them in accessing and responding optimally in assessment situations. As observed in  
Tables 10–4M through 10–7M, the most frequently occurring accommodations for assessed 
students were:  

 Test directions read aloud 

 Test items/questions read aloud or signed (mathematics and science only) 

 Tested in separate setting 

 Small group testing  

 Scheduled extended time 
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Because the accommodations with the largest frequencies can potentially supply the most stable 
data when broken out for subgroup analysis, these were selected for display in Table 10–9M. For 
purposes of this analysis, an English Language Learner (ELL) was a student classified as ELL 
and enrolled in a U.S. school on or before March 27, 2009. All other assessed students, including 
those who exited an ESL/bilingual program and in the first or second year of monitoring were 
regarded as Not ELL. Students coded as ELL and enrolled in a U.S. school after March 27, 2009 
are excluded from state summary statistics as stated earlier in this chapter. 

A cross-tabulation between each of the selected accommodations and ELL status revealed a 
nearly equal number of times that one group had a larger percentage receiving an 
accommodation than the other group. Table 109M displays the number and percent of Non-
ELL and ELL students receiving five selected accommodations for each of the six grade levels.  
In comparing the two groups with respect to the percentage of students receiving an 
accommodation there was little consistency in terms of type of accommodation or grade level.  
Of the 30 possible comparisons Non-ELL students received the larger percentage of 
accommodations in 14 instances, ELL students in 12 instances, and in four remaining instances 
the difference was less than one percent. 

Table 10–9M. Incidence of Non-ELL and ELL Students  
Receiving Selected Accommodations: Mathematics 

Accommodation Received Non-ELL Students ELL Students 
Gr. 4  N Pct N Pct 
Test directions read aloud  888 42.7  43 47.8 
Mathematics test items/ 
questions read aloud or signed 

1,298 62.4  62 68.9 

Tested in separate setting  950 45.7  41 45.6 
Small group testing  1,535 73.8  71 78.9 
Scheduled extended time  555 26.7  34 37.8 
Column N for Gr. 4  2,079  90  
Gr. 5  N Pct N Pct 
Test directions read aloud  875 35.6  33 34.7 
Mathematics test items/ 
questions read aloud or signed 

1,412 57.5 45 47.4 

Tested in separate setting  942 38.3  29 30.5 
Small group testing  1,756 71.5  65 68.4 
Scheduled extended time  551 22.4  19 20.0 
Column N for Gr. 5  2,457  95  
Gr. 6  N Pct N Pct 
Test directions read aloud  721 27.7 31 31.3 
Mathematics test items/ 
questions read aloud or signed 

 1,060 40.8 44 44.4 

Tested in separate setting  724 27.8 21  21.2 
Small group testing  1,698 65.3  53 53.5 
Scheduled extended time  443 17.0  20 20.2 
Column N for Gr. 6 2,601 99   
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Accommodation Received Non-ELL Students ELL Students 
Gr. 7  N Pct N Pct 
Test directions read aloud  593 21.6  8 10.8 
Mathematics test items/ 
questions read aloud or signed 

 793 28.9  15 20.3 

Tested in separate setting  757 27.6 15 20.3 
Small group testing  1,641 59.8  32 43.2 
Scheduled extended time  406 14.8 11 14.9 
Column N for Gr. 7  2,743  74  
Gr. 8  N Pct N Pct 
Test directions read aloud  632 21.5 12 15.8 
Mathematics test items/ 
questions read aloud or signed 

 740 25.1 22 28.9 

Tested in separate setting  804 27.3  9 11.8 
Small group testing  1,786 60.7 43 56.6 
Scheduled extended time  413 14.0  8 10.5 
Column N for Gr. 8  2,943  76  
Gr. 11  N Pct N Pct 
Test directions read aloud  444 12.6  6 24.0 
Mathematics test items/ 
questions read aloud or signed 

 294 8.4 28 8.0 

Tested in separate setting  655 18.7  8 32.0 
Small group testing 1,778 50.6 16 64.0 
Scheduled extended time  513 14.6  5 20.0 
Column N for Gr. 11  3,511  25  
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GLOSSARY OF ACCOMMODATIONS TERMS  

Table 10–10 provides a brief description of accommodations terms as used in the PSSA and 
PSSA-M. School personnel identified the accommodations that a student received by marking 
the relevant bubble(s) in the student answer document as noted in the left column. The right 
column contains an explanation abstracted from the PSSA and PSSA-M Accommodations 
Guidelines for Students with IEPs and Students with 504 Plans (PDE, Revised 1/11/2010, 
pages 24–46). 

Table 10–10. Glossary of Accommodations Terms as Applied in the PSSA and PSSA-M 

Type of Testing Accommodation Explanation 

Student used the following 
Presentation Accommodations 

 

Braille format Students may use a Braille format of the test. Answers must then be 
transcribed into the answer booklet without alteration.  

Large print format Students with visual impairments may use a large print format. 
Answers must then be transcribed into the answer booklet without 
alteration. 

Magnification device Devices to magnify print may be used for students with visual 
impairments and/or print disabilities. 

Reading windows, reading guides  Students with visual impairments may use reading windows and 
reading guides in all assessments.  

Electronic screen reader  
(PDE approval required) 

Students with a severe visual disability may use an electronic screen 
reader; however, PDE must approve the program and functions prior 
to the test window. 

Sign language interpreter Deaf/hearing impaired students may receive test directions from a 
qualified interpreter. Signing is also permitted for: essay prompts 
(writing), items/questions (mathematics, science only). 

Qualified interpreter for ELL student  An interpreter may translate directions or clarify instructions for the 
assessments. They may translate, not define specific words or test 
questions on the mathematics and science tests. On the reading test 
interpreters may only translate directions and may not translate or 
define words in the passage or test questions. 

Test directions read aloud, signed,  
or recorded 

Directions for all PSSA tests may be read aloud, signed or presented 
by audio recording. 

Test items/questions read aloud  
or signed 

Students unable to decode text visually may have items / questions 
read aloud for mathematics and science only; however, words may 
not be defined. 

Test prompts recorded  Writing essay prompts may be presented by audio recording. 
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Type of Testing Accommodation Explanation 

Amplification device In addition to hearing aids, students may require an amplification 
device to enhance clarity.  

Other (PDE approval required) Other presentation accommodations indicated in the Accommodation 
Guidelines may be provided; however, PDE approval is required 
prior to the test window. 

Spanish version for mathematics and 
science  

Students whose first language is Spanish and who have been 
enrolled in U.S. schools for fewer than 3 years, may take this 
version. 

Student used the following  
Response Accommodations  

 

Brailler / Note taker  
(per Accommodations Guidelines) 

Students using this device as part of their regular instructional 
program may use it on the PSSA; however, without thesaurus,  
spell- or grammar checker, etc.  

Test administrator scribed open-ended 
responses at student’s direction 

A test administrator may record word-for-word exactly what a student 
dictated directly into the PSSA test booklet. This includes MC and OE 
responses for reading, mathematics and science. For writing, this 
includes MC items only. 

Test administrator marked multiple-
choice responses at student’s direction 

A test administrator may mark an answer booklet at the direction of a 
student. (e.g., a student may point to a multiple-choice answer with 
the test administrator marking the response in the answer booklet). 

Test administrator transcribed (copied) 
student responses.  
(per Accommodations Guidelines) 

For writing prompts the test administrator may transcribe 
handwriting that is extremely difficult to read. On reading, 
mathematics, or science illegible handwriting may be transcribed  
for open-ended items only.  

Qualified Interpreter for ELL student 
(translated, transcribed, and/or scribed 
student responses)  

A qualified interpreter may interpret a student’s non-English oral 
responses into written English for Mathematics and science 
assessments. Interpreters are not permitted to make corrections or 
change the meaning of the response.  

Augmentative communication device Students with severe communication difficulties may use a special 
device to convey responses, which must be transcribed into the test 
booklet by the test administrator. 

Typewriter, word processor or computer 
(per Accommodations Guidelines) 

An allowable accommodation as a typing function only for students 
with identified need. Supports such as dictionaries, thesauri, spell 
checkers and grammar checkers must be turned off. Answers must 
then be transcribed into the answer booklet without alteration. 
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Type of Testing Accommodation Explanation 

Audio recording of student responses 
(per Accommodations Guidelines) 

An electronic recording device may be used to record responses, 
which must be transcribed into the test booklet by the test 
administrator. (Students who are unable to use a pencil or have 
illegible handwriting may answer reading, mathematics, and writing 
multiple-choice questions orally. Answers must be recorded in the 
answer booklet without alteration during the testing period.) 

Manipulative (Cranmer Abacus,  
number line) 

An adaptive calculator or a Cranmer Abacus may be used for the 
calculator portion of the test only. Eligible students are only those 
with blindness, low vision, or partial sight. 

Translation dictionary for ELL student A word-to-word dictionary that translates native language to English 
(or vice versa) without word definitions or pictures is allowed on any 
portion of the mathematics test and open-ended section of the reading 
test (but not for the reading passage or multiple-choice items). 
Cannot be used on any section of the writing test.  

Electronic screen reader  
(PDE approval required) 

Students with blindness or extremely low vision may use computer 
software that converts text to synthesized speech or Braille. 

Other (per Accommodations Guidelines 
or PDE approval) 

Other accommodations may be appropriate and available if they do 
not compromise the integrity of the assessment. Documentation must 
be provided to PDE.  

Student used the following  
Setting Accommodations  

 

Hospital/home testing A student who is confined to a hospital or to home during the testing 
window may be tested in that environment.  

Tested in a separate setting A separate room may be used to reduce distraction.  

Small group testing Some students may require a test setting with fewer students or a 
setting apart from all other students. 

Other (per Accommodations Guidelines 
or PDE approval) 

Other accommodations may be appropriate and available if they do 
not compromise the integrity of the assessment. Documentation must 
be provided to PDE. 
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Type of Testing Accommodation Explanation 

Student used the following  
Timing Accommodations  

 

Scheduled extended time Extended time may be allotted for each section of the test as a 
planned accommodation to enable students to finish. 

Student-requested extended time A student may request extended time if working productively.  

Multiple test sessions Multiple test sessions (breaks within a test section) may be scheduled 
for the completion of each test section; however, a test section must 
be completed within one school day. 

Changed test schedule Students whose disabilities prevent them from following a regular, 
planned test schedule may follow an individual schedule, enabling 
test completion. 
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Chapter Eleven: Classical Item Statistics 
This chapter provides an overview of the two most familiar item-level statistics obtained from 
any classical (traditional) item analysis: item difficulty and item discrimination. The following 
results pertain only to operational PSSA-M items (i.e., those that contributed to a student’s total 
test score). Related information is discussed elsewhere in this document. Specifically, Rasch 
item statistics are discussed in Chapter Twelve and test-level statistics in Chapter Seventeen. An 
analysis of item omit rates is also provided.  

ITEM-LEVEL STATISTICS  

Appendix I provides classical item statistics for all PSSA-M items. Results are organized by 
subject and grade. These statistics represent the item characteristics most often used to determine 
if an item functioned properly and/or how a group of students performed on a particular item. 
The item statistics in the appendices include: p-values for MC items and item means for OE 
items (indicators of item difficulty); point-biserial correlations for MC items and item-test 
correlations for OE items (indicators of item discrimination); and the proportion selecting each 
MC item option or earning each OE item score point.  

ITEM DIFFICULTY  

Item difficulty is an important consideration for the PSSA-M tests because of the ranging 
achievement levels of students in Pennsylvania (Below Basic-M, Basic-M, Proficient-M, and 
Advanced-M). At the most general level, an item’s difficulty is indicated by its mean score in 
some specified group (e.g., grade level).  
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In the mean score formula above, the individual item scores (xi) are summed and then divided by 
the total number of students (n). For multiple-choice items, student scores are represented by 0's 
and 1’s (0 = wrong, 1 = right). With 01 scoring, the equation above also represents the number 
of students correctly answering the item divided by the total number of students. So, this is also 
the proportion correct for the item, or as it is better known, the p-value. In theory, p-values can 
range from 0.0 to 1.0 on the proportion-correct scale. For example, if an item has a p-value of 
0.89, it means 89 percent of the students answered the item correctly. Additionally, this value 
might also suggest that: 1) the item was relatively easy, and/or 2) the students who attempted the 
item were relatively high achievers. In other words, item difficulty and student ability are 
somewhat confounded.  

For OE items, mean scores can range from the minimum possible score (usually zero) to the 
maximum possible score (four points in the case of mathematics). Sometimes a pseudo p-value is 
provided for an OE item. This is done by dividing the mean item score by the maximum possible 
item score.  

The minimum and maximum extremes of the difficulty scale are never seen in applied practice. 
However, understanding what those values are helps illustrate that relatively lower values 
correspond to more difficult items and that relatively higher values correspond to easier items. 
(Because of this, some assert that this index would be better referred to as the item’s easiness.) 
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ITEM DISCRIMINATION  

Discrimination is an important consideration for the PSSA-M because the use of more 
discriminating items on a test is associated with more reliable test scores. This means that score 
estimates will be more precise (i.e., there will be smaller confidence intervals around the scores) 
and that more accurate performance level placements will be made. The issues of reliability, 
confidence intervals, and performance level classifications are further discussed in Chapter 
Eighteen. 

At the most general level, item discrimination indicates an item’s ability to differentiate between 
high and low achievers. It is expected that students with high ability (i.e., those who perform 
well on the PSSA-M overall) would be more likely to answer any given PSSA-M item correctly, 
while students with low ability (i.e., those who perform poorly on the PSSA-M overall) would be 
more likely to answer the same item incorrectly. For the PSSA-M tests, Pearson’s 
product-moment correlation coefficient between item scores and test scores is used to indicate 
discrimination. (As commonly practiced, DRC removes the item score from the total score so 
that the resulting correlations will not be spuriously high.) The correlation coefficient can range 
from -1.0 to +1.0. If the aforementioned expectation is met (i.e., high-scoring students tend to get 
the item right while low-scoring students do not) the correlation between the item score and the 
total test score will be both positive and noticeably large in its magnitude (i.e., well above zero) 
meaning the item is a good discriminator between high and low ability students. This should be 
the case for all PSSA-M operational test items.  

In summary, the correlation will be positive in value when the mean test score of the students 
answering the item correctly is higher than the mean test score of the students answering the item 
incorrectly4. In other words, this indicates that students who did well on the total test tended to 
do well on the item as well. However, an interaction can exist between item discrimination and 
item difficulty. Items answered correctly (or incorrectly) by a large proportion of examinees (i.e., 
they have extreme p-values) can have reduced power to discriminate, and thus, can have lower 
correlations.  

Finally, discrimination for dichotomous MC items is typically referred to as the point-biserial 
correlation coefficient. For OE items, the term item-test correlation is sometimes used.  

DISCRIMINATION ON DIFFICULTY SCATTERPLOTS  

Figure 11–1 contains a series of scatterplots showing item discrimination values (Y-axis) and 
item difficulty (X-axis) for each grade. Note that pseudo p-values (described above) are used to 
measure the difficulty for the OE items. These plots provide maximum information about item 
discrimination and difficulty in a single visual image for each PSSA-M test. This is because the 
X- and Y-axes visually represent many important univariate distributional indices: 

 The minimum and maximum values are listed. 

 Mean scores are indicated by the dot. 

 P25, P50, and P75 are indicated by the raised/indented portions of the axes. 

 Marginal “rugs” indicate the density of the individual data points. 

                                                 
4 It is legitimate to view the point-biserial correlation as a standardized mean difference. A positive value indicates 
students who chose that response had a higher mean score than the average student; a negative value indicates 
students who chose that response had a lower than average mean score. 



Chapter Eleven: Classical Item Statistics 

2010 PSSA-M Technical Report Page 81 

The bivariate relationship between item discrimination (item-test correlations) and difficulty 
(item mean scores) is reflected by the scatterplots in these figures. However, it is often the case 
that items with extreme difficulties can have lower discrimination values, as can be revealed in 
those scatterplots.  

OBSERVATIONS AND INTERPRETATIONS  

From the difficulty distributions illustrated in the scatterplots, a wide range of item difficulties 
appeared on each PSSA-M test, which was a desired goal. To support the visuals, Table 11–1 
provides break-out results for the MC and OE items. Additional summary statistics (for the MC 
items only) are provided in Table 11–2. The mean p-values for the MC items ranged from about 
0.52–0.68, while the mean proportion-correct values for the OE items ranged from about  
0.18–0.33. These means were generally lower than 0.65 (a typical mean p-value on the general 
PSSA tests). Relatively speaking, this suggests that the PSSA-M items were somewhat 
challenging for most students taking the PSSA-M, particularly at the higher grade levels. As 
noted earlier, lower p-values can reflect that the items are more difficult or that the achievement 
level of the students is lower (or both).  

A small number of items had lower item discriminations (e.g., below 0.20). Some of these were 
observed on items that were very easy or hard. The mean point-biserial correlations ranged from 
0.28–0.32 and 0.48–0.53 for the MC and OE items, respectively. While these values are 
somewhat lower than those observed on the general PSSA tests (which is not surprising given 
the PSSA is a longer, more reliable test), most would probably consider these values acceptable. 
The OE correlations tended to be higher than the MC correlations, which again is not surprising 
because the OE items include more score points.  

It is difficult to make global conclusions about overall test quality from the item statistics alone. 
With that caveat in mind, the results presented in this chapter suggest overall adequacy with 
respect to the PSSA-M items’ difficulty and discrimination. This in turn implies that the items 
generally functioned as expected for the population of students who took the PSSA-M. 
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Figure 11–1. Discrimination on Difficulty Scatterplots 
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Table 11–1. Sum and Mean Statistics for MC and OE Items 

    Multiple-Choice Items Open-Ended Items 

 Subject Grade  Points Sum 
Mean 

(%/100)

Mean 
I-T 

Corr.5
Points Sum 

Mean 
(%/100) 

Mean 
I-T 

Corr. 

 

M
at

h
em

at
ic
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  4  30 20.236 0.675 0.315 8 2.654 0.332 0.530 

  5  30 19.521 0.651 0.298 8 2.367 0.296 0.484 

  6  30 16.199 0.540 0.281 8 2.073 0.259 0.488 

  7  30 16.840 0.561 0.310 8 2.221 0.278 0.508 

  8  30 16.594 0.553 0.293 8 2.325 0.291 0.516 

  11  30 15.564 0.519 0.294 8 1.398 0.175 0.512 

 

Table 11–2. Additional Summary Statistics for MC Items Only 

    P-Value  Point Biserial 

    Min Max Mean Med Min Max Mean Med 

M
at

h
em

at
ic

s 

          

4 0.39 0.93 0.68 0.67 0.17 0.44 0.32 0.32 

5 0.28 0.98 0.65 0.66 0.09 0.49 0.30 0.30 

6 0.30 0.94 0.54 0.50 0.11 0.47 0.28 0.28 

7 0.28 0.86 0.56 0.55 0.18 0.44 0.31 0.31 

8 0.25 0.87 0.55 0.53 0.17 0.41 0.29 0.29 

11 0.29 0.86 0.52 0.49 0.06 0.45 0.29 0.30 

 

  

                                                 
5 The means for the I-T correlations were not computed using Fisher’s Z transformation (which, strictly speaking, 
would have been more appropriate). However, this is not expected to affect the conclusions based on this data. 
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ITEM OMIT RATES  
Omit rates are analyzed at the item level (Figure 112) and test level (Figure 113). High omit 
rates might be observed for a number of reasons (frustration on very hard items, evidence of 
fatigue, or speededness). Only students who meet the PSSA-M attemptedness criteria are 
included in these analyses (answering four or more items in both sections of the PSSA-M 
Mathematics test). Items are presented in their sequential administration order along the x-axis. 
With the exception of the two OE items at Grade 11, (OE items are located on the far right of the 
x-axis in all Figure 112 bar graphs), all item omit rates were less than 1.0%. At higher grades 
OE items were omitted more frequently than at lower grades. Not surprisingly, the majority of 
test takers at all grades answered all test items (i.e., had zero item omits in Figure 113). 
Grade 11 had the lowest percent of zero item omits at just under 90%. The PSSA-M would not 
be considered speeded based on the Swineford (1956) criteria.6 

Figure 11–2. Omit Rates for Individual Test Items 

                                                 
6 If 99% of the examinees attempt 75% of the items, and if all items are attempted by 80% of examinees. 
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Figure 11–3. Total Number of Items Omitted on Test 
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Chapter Twelve: Rasch Item Calibration 
The particular Item Response Theory (IRT) model used for the PSSA-M is based on the work of 
Georg Rasch. Rasch models have had a long-standing presence in applied testing programs and it 
has been the methodology continually used to calibrate PSSA-M items in recent history. IRT has 
several advantages over classical test theory, so it has become the standard procedure for 
analyzing item response data in large-scale assessments. However, IRT models make a number 
of strong assumptions related to dimensionality, local independence, and model-data fit. 
Resulting inferences derived from any application of IRT rests strongly on the degree to which 
the underlying assumptions are met.  

This chapter outlines the procedures used for calibrating the operational PSSA-M items. 
Generally, item calibration is the process of assigning a difficulty-parameter estimate to each 
item on an assessment so that they are placed onto a common scale. This chapter briefly 
introduces the Rasch model, reports the results from evaluations of the adequacy of the Rasch 
assumptions, and summarizes the Rasch item statistics for the PSSA-M mathematics tests. 
Additional Rasch procedures are discussed with respect to scale linking in Chapter Fifteen. 

DESCRIPTION OF THE RASCH MODEL 

The Rasch partial credit model (RPCM; Wright and Masters, 1982) was used to calibrate 
PSSA-M items because both multiple-choice (MC) and open-ended (OE) items were part of the 
assessment. The RPCM extends the Rasch model (Rasch, 1960) for dichotomous (0, 1) items so 
that it accommodates the polytomous OE item data. Under the RPCM, for a given item i with mi 
score categories, the probability of person n scoring x (x = 0, 1, 2,... mi) is given by:  
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where θn represents a student’s proficiency (ability) level, and Dij is the step difficulty of the jth 
step on item i. For dichotomous MC items, the RPCM reduces to the standard Rasch model and 
the single step difficulty is referred to as the item’s difficulty. The Rasch model predicts the 
probability of person n getting item i correct as follows: 
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The Rasch model places both student ability and item difficulty (estimated in terms of log-odds 
or logits) on the same continuum. When the model assumptions are met, it also provides person 
ability estimates that are independent of the items employed in the assessment, and conversely, 
estimates item difficulty independently of the sample of examinees. (As noted in Chapter Eleven, 
interpretation of item p-values confounds item difficulty and student ability.) 
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Software and Estimation Algorithm 

Item calibration was implemented via WINSTEPS 3.54 computer program (Wright and Linacre, 
2003), which employs unconditional (UCON), joint-maximum-likelihood estimation (JMLE).  

Sample Characteristics 

The characteristics of calibration samples are reported in Chapter Nine. These samples only 
include the students who attempted the tests. All omits (no response) and multiple responses 
(more than one response selected) were scored as incorrect answers (coded as 0s) for calibration.  

CHECKING RASCH ASSUMPTIONS 

Because the Rasch model was the basis of all calibration, scoring, and scaling analyses 
associated with the PSSA-M, the validity of the inferences from these results depends on the 
degree to which the assumptions of the model are met and how well the model fits the test data. 
Therefore, it is important to check these assumptions. This section evaluates the dimensionality 
of the data, local item independence, and item fit. Though a variety of methods are available for 
assessing these issues, the Rasch analyses and criteria available from WINSTEPS were used 
here. It should be noted that only operational items were analyzed since they are the basis of 
student scores.  

Unidimensionality 

Rasch models assume that one dominant dimension determines the difference among students’ 
performance. WINSTEPS provides results from a Principal Components Analysis (PCA) that 
can be used to assess the unidimensionality assumption. Different from standard applications of 
PCA, WINSTEPS conducts its PCA on the response residuals, not the original observations. 
That is, the primary dimension from the Rasch model is removed first and then the residual 
variance is analyzed. The purpose of the analysis is to verify whether any other dominant 
component(s) exist among the residuals (i.e., whether they account for a practically significant 
amount of residual variance). If any other dimensions are found, the unidimensionality 
assumption would be violated. 

WINSTEPS provides three PCA residuals: raw, standardized, and logit. All three should yield 
similar results. The mixed residual setting was used for the PCA because: 1) previous research 
has demonstrated that raw residuals (PRCOMP=R) give a more realistic estimate of explained 
variance than standardized residuals (PRCOMP=S), and 2) standardized residuals are better for 
decomposing the unexplained variance into contrasts (Linacre, 2009).  

Table 12–1 presents the PCA results for the mathematics tests. The results include the total raw 
variance, raw variance explained by the model, unexplained total variance, and unexplained 
variance in the first component (both eigenvalue units and percent values are tabled). In addition, 
the modeled column provides variance components that would be explained if the data complied 
with the Rasch definition of unidimensionality. 
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As can been seen from Table 12–1, for PSSA-M mathematics the primary dimension in the 
Rasch model explained about 36–50 percent of the total variance across Grades 4 to 8 and 11. If 
the data fit the model in such a way that only random noise was present, about 35–49 percent of 
the variance would be explained. The empirical and model-based percentages were quite close, 
suggesting that the estimation of a primary Rasch dimension was successful. The unexplained 
variance ranged from approximately 50–64 percent for all the mathematics tests. This included 
the Rasch-predicted randomness and any departures in the data from the Rasch model 
(e.g., departure from unidimensionality).  

The most important variance for evaluating dimensionality is in the row named “unexplained 
variance in 1st contrast.” The eigenvalues of unexplained total variance were 32 for all the 
mathematics tests, which equals the total number of the operational items on each test. The 
eigenvalues of the first contrast (again, this is the second dimension beyond the first Rasch 
model dimension in WINSTEPS PCA) ranged from 1.5 to 1.8. This indicates that the second 
dimension accounted for only 1.5 to 1.8 units out of 32 units of item residual variance. 
Regarding the percentage, we can see that the second dimension represented less than 5.6 percent 
of the residual variance for each mathematics test (these percentages are shown in Column 4, 
which is unnamed in the column headings). Overall, WINSTEPS PCA suggests that there is one 
clearly dominant dimension for all mathematics tests. 
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Table 12–1. Results from PCA of Residuals in WINSTEPS - Mathematics 

Mathematics Grade 4 
 Eigenvalue Empirical  Modeled
Total raw variance in observations 61.0 100.0%  100.0%
  Raw variance explained by measures 29.0 47.5%  46.9%
  Raw unexplained variance (total) 32.0 52.5% 100.0% 53.1%
      Unexplained variance in 1st contrast 1.6 2.7% 5.1%  

Mathematics Grade 5
 Eigenvalue Empirical  Modeled
Total raw variance in observations 63.5 100.0%  100.0%
  Raw variance explained by measures 31.5 49.6%  48.9%
  Raw unexplained variance (total) 32.0 50.4% 100.0% 51.1%
      Unexplained variance in 1st contrast 1.5 2.4% 4.8%  

Mathematics Grade 6 
 Eigenvalue Empirical  Modeled
Total raw variance in observations 51.2 100.0%  100.0%
  Raw variance explained by measures 19.2 37.4%  36.3%
  Raw unexplained variance (total) 32.0 62.6% 100.0% 63.7%
      Unexplained variance in 1st contrast 1.5 2.9% 4.6%  

Mathematics Grade 7
 Eigenvalue Empirical  Modeled
Total raw variance in observations 53.3 100.0%  100.0%
  Raw variance explained by measures 21.3 39.9%  40.1%
  Raw unexplained variance (total) 32.0 60.1% 100.0% 59.9%
      Unexplained variance in 1st contrast 1.8 3.3% 5.5%  

Mathematics Grade 8
 Eigenvalue Empirical  Modeled
Total raw variance in observations 49.9 100.0%  100.0%
  Raw variance explained by measures 17.3 35.8%  34.8%
  Raw unexplained variance (total) 32.0 64.2% 100.0% 65.2%
      Unexplained variance in 1st contrast 1.8 3.6% 5.6%  

Mathematics Grade 11 
 Eigenvalue Empirical  Modeled
Total raw variance in observations 53.8 100.0%  100.0%
  Raw variance explained by measures 21.8 40.6%  39.1%
  Raw unexplained variance (total) 32.0 59.4% 100.0% 60.9%
      Unexplained variance in 1st contrast 1.6 3.0% 5.1%  
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Local Independence 

Local independence (LI) is a fundamental assumption of IRT. No relationship should exist 
between examinees’ responses to different items after accounting for the abilities measured by a 
test. In formal statistical terms, a test X that is comprised of items X1, X2,…Xn is locally 
independent with respect the latent variable θ if, for all x = (x1, x2,…xn) and θ,  
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This formula essentially states that the probability of any pattern of responses across all items 
(x), after conditioning on the abilities ( ) measured by the test, should be equal to the product of 
the conditional probabilities across each item (cf. the multiplication rule for independent events 
where the joint probabilities are equal to the product of the associated marginal probabilities).  

The equation above shows the condition after satisfying the strong form of local independence. 
A weak form of local independence (WLI) was proposed by McDonald (1979). The distinction is 
important as many indicators of local dependency are actually framed by WLI. The requirement 
here would be for the conditional covariances of all pairs of item responses, conditioned on the 
abilities, to be equal to zero. When this assumption is met, the joint probability of responses to an 
item pair, conditioned on abilities, is the product of the probabilities of responses to these two 
items, as show below. (This is a weaker form because higher-order dependencies among items 
are allowed.) Based on the WLI, the following expression can be derived:  

      |||, jjiijjii xXPxXPxXxXP  . 

Marais and Andrich (2008) pointed out that local item dependence in the Rasch model can occur 
in two ways that some may not distinguish. The first way occurs when the assumption of 
unidimensionality is violated. Here, other nuisance dimensions besides a dominant dimension 
also determine students’ performance (this can be called trait dependence). The second violation 
occurs when responses to an item depend on responses to another. This is a violation of 
statistical independence and can be called response dependence. Many people treat the 
assumptions of unidimensionality and local independence as one phenomenon and believe that 
once unidimensionality holds, that local independence also holds. By distinguishing the two 
sources of local dependence, one can see that while local independence can be related to 
unidimensionality, the two are different assumptions, and therefore, require different tests. 

Residual item correlations provided in WINSTEPS for each item pair were used to assess the 
local dependence among the PSSA-M items. In general, these residuals are computed as follows. 
First, expected item performance based on the Rasch model is determined using ability and item 
parameter estimates. Next, deviations (residuals) between the examinees’ expected and observed 
performance is determined for each item. Finally, for each item pair, a correlation between the 
respective deviations is computed.  
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As mentioned before, three types of residual correlations are available in WINSTEPS: raw, 
standardized, and logit. It should be noted that the raw score residual correlation essentially 
corresponds to Yen’s Q3 index, a popular LI statistic. The expected value for the Q3 statistic is 
approximately -1/(k-1) when no local dependence exists, where k is test length (Yen, 1993). 
Thus, the expected Q3 values should be approximately -0.03 for the PSSA-M tests (since most of 
the PSSA-M tests had 32 core items). Index values that are greater than 0.20 indicate a degree of 
local dependence that probably should be examined by test developers (Chen & Thissen, 1997).  

Since the three residual correlations are very similar, the default standardized residual correlation 
in WINSTEPS was used for these analyses. Table 12–2 shows the summary statistics—mean, 
SD, minimum, maximum, and several percentiles (P10, P25, P50, P75, P90) — for all the residual 
correlations for each test. The total number of item pairs (N) and the number of pairs with the 
residual correlations greater than 0.20 are also reported in this table. The mean residual 
correlations were slightly negative and the values were close to -0.03. The vast majority of the 
correlations were very small, suggesting local item independence generally holds for the 
PSSA-M mathematics tests. 

Table 12–2. Summary of Item Residual Correlations for PSSA-M Mathematics 

 GRADE 
Statistic  4 5 6 7 8 11 

MATHEMATICS 
N  496 496 496 496 496 496 
Mean  -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 
SD  0.04 0.03 0.03 0.04 0.04 0.03 
   
Minimum  -0.13 -0.14 -0.12 -0.12 -0.12 -0.11 

P10  -0.07 -0.07 -0.07 -0.07 -0.08 -0.06 
P25  -0.05 -0.05 -0.05 -0.05 -0.07 -0.05 
P50  -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 
P75  -0.01 -0.01 -0.01 -0.01 -0.01 -0.02 
P90  0.02 0.01 0.01 0.01 0.01 0.01 

Maximum  0.22 0.12 0.14 0.33 0.48 0.14 
   

>0.20  1 0 0 2 2 0 
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Item Fit 

WINSTEPS provides two item-fit statistics (infit and outfit) for evaluating the degree to which 
the Rasch model predicts the observed item responses. Each fit statistic can be expressed as a 
mean square (MnSq) statistic or on a standardized metric (Zstd with mean = 0 and variance = 1). 
MnSq values are more oriented toward practical significance, while Zstd values are more 
oriented toward statistical significance. Though both are informative, the Zstd values are very 
likely too sensitive to the large sample sizes observed on the PSSA-M. In this situation it is 
recommended that the Zstd values be ignored if the MnSq values are acceptable (Linacre, 2009). 

Both infit and outfit MnSq are the average of standardized residual variance (the difference 
between the observed score and the Rasch estimated score divided by the square root of the 
Rasch model variance). The difference is that the outfit statistic gives all examinees equal weight 
in computing the fit and tends to be affected more by unexpected responses far from the person, 
item, or rating scale category measure (i.e., it is more sensitive to outlying, off-target, low 
information responses). The infit statistic is weighted by the examinee locations relative to item 
difficulty and tends to be affected more by unexpected responses close to the person, item, or 
rating scale category measure (i.e., informative, on-target responses). Some feel that extreme 
infit values are a greater threat to the measurement process than extreme outfit since most tests 
intend to measure the on-target population rather than extreme outliers. 

The expected MnSq value is 1.0, and can range from 0 to infinity. Deviation in excess of the 
expected value can be interpreted as noise or lack of fit between the items and the model. Values 
lower than the expected value can be interpreted as item redundancy or overfitting items (too 
predictable, too much redundancy), and values greater than the expected value indicate 
underfitting items (too unpredictable, too much noise). Rules of thumb regarding practically 
significant MnSq values vary. More conservative users might prefer items with MnSq values that 
range from 0.8 to 1.2. Others believe reasonable test results can be achieved with values from 0.5 
to 1.5. In the results below, values outside of 0.7 to 1.3 are given practical importance. 

Table 12–3 presents the summary statistics of infit and outfit mean square statistics for the 
PSSA-M mathematics tests including the mean, SD, and minimum and maximum values. The 
number of items within the range of (0.7, 1.3) is also reported in Table 12–3. As can been seen, 
the mean values for both fit statistics were close to 1.00 for all tests. All the items had infit 
values falling in the range of (0.7, 1.3). Though more outfit values fell outside this range than 
infit values, most of the extreme values were just barely above 1.3 or below 0.7. Overall, these 
results indicate that the Rasch model fits the PSSA-M item data well. 

Table 12–3. Summary of Infit and Outfit Mean Square Statistics for PSSA-M Mathematics 

 Infit Mean Square  Outfit Mean Square 

Test Mean SD Min Max
 

[0.7,1.3] Mean SD Min Max [0.7,1.3]
M4 0.98 0.07 0.83 1.12 32/32  0.97 0.15 0.56 1.23 31/32
M5 0.98 0.06 0.86 1.17 32/32  0.98 0.16 0.52 1.47 30/32
M6 0.99 0.07 0.87 1.16 32/32  0.99 0.11 0.66 1.22 31/32
M7 1.00 0.07 0.88 1.12 32/32  1.01 0.12 0.81 1.15 31/32
M8 1.00 0.09 0.81 1.21 32/32  1.00 0.09 0.81 1.21 32/32
M11 0.99 0.07 0.85 1.12 32/32  1.00 0.11 0.72 1.33 31/32
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RASCH ITEM STATISTICS  

As noted earlier, the Rasch model expresses item difficulty (and student ability) in units referred 
to as logits, rather than on the percent-correct metric. In the simplest case, a logit is a 
transformed p-value with the average p-value becoming a logit of zero. In this form, logits 
resemble z-scores or standard normal deviates; a very difficult item might have a logit of +4.0 
and a very easy item might have a logit of –4.0. However, they have no formal relationship to the 
normal distribution. 

The logit metric has several mathematical advantages over p-values. Logits have an interval 
scale, meaning that two items with logits of 0.0 and +1.0 (respectively) are the same distance 
apart as two items with logits of +3.0 and +4.0. Logits are not dependent on the ability level of 
the students. For example, a test form can have a mean logit of zero, whether the average item 
p-value for the student sample is 0.8 or 0.3.  

The standard Rasch calibration procedure arbitrarily fixes the mean difficulty of the items on any 
form at zero. Under normal circumstances where all students are administered the same set of 
items, any item with a p-value lower than the average item on the form receives a positive logit 
difficulty and any item with a p-value higher than the average receives a negative logit. 
Consequently, the logits for any calibration relate to an arbitrary origin defined by the center of 
items on that form. Logits for both item difficulties and student abilities are placed on the same 
scale and relate to the same mean item difficulty.  

There are a number of other arbitrary choices that could be made for centering the item 
difficulties. Rather than using all the items, the origin could be defined by a subset. For the 
PSSA-M, all test forms in a particular grade and content area share the same operational item set. 
All items on each form can then be easily adjusted to a single (but still arbitrary) origin by 
defining the origin as the mean of the operational items. With this done, the origins for all the 
forms will be statistically equal. For example, items on any two forms that are equally difficult 
will now have statistically equal logit difficulties. This is partly how PSSA-M items can be 
placed on the same logit difficulty scale across years. Chapter Fifteen has more detailed 
information about the PSSA-M scale linking procedures. 

Appendix I reports the item statistics including classical and Rasch logit difficulties for all the 
operational items. Table 12–4 summarizes the Rasch logit difficulties of the operational items on 
each test. Within each content area, most grades had similar mean logits. The spread of the item 
mean difficulties for PSSA-M mathematics tests was a little more extreme. Here, Grade 7 had 
the largest mean logit value (0.29), whereas Grade 8 had the lowest mean logit value (0.08). The 
minimum and maximum values and standard deviations suggest the PSSA-M items covered a 
relative wide range of difficulties. 
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Table 12–4. Summary of Rasch Item Difficulties for PSSA-M Mathematics 

Grade N Minimum Maximum Mean* SD 
Mathematics 

4 32 -1.86 1.79 0.10 1.11 
5 32 -3.48 2.46 0.11 1.16 
6 32 -2.73 1.46 0.09 0.93 
7 32 -1.74 1.43 0.29 0.70 
8 32 -1.84 1.55 0.08 0.82 
11 32 -1.90 2.04 0.11 0.80 

*The mean logit values are not necessarily 0.0 because the item have been placed on  
a scale that was developed in prior years. 

 

VISUALIZING THE P-VALUE-LOGIT RELATIONSHIP 

During the PSSA-M administration, test forms were spiraled within classrooms. In effect, 
students were administered the same set of common items but different nonoperational items 
(e.g., field test item sets). Cross checks can be made to ensure the calibration and linking 
processes are reasonable across forms. The goal of spiraling is to achieve randomly-equivalent 
samples of students across forms with equal standard deviations and arbitrary means. Any 
differences in performance observed among the groups should only be due to differences in form 
difficulty. After linking, the mean of the logit (Rasch student) abilities should be statistically 
equal for each sample of students. Because of the equivalent samples, common items should 
have the same p-values regardless of which form and sample is being considered. Also, for all 
items (operational and nonoperational) a plot of the relationship between the item p-values and 
item logits (Rasch item difficulty estimates) should fall along a single, curved line.  

Figure 12–1 shows plots of the p-value-logit relationship for the operational items. The curves 
are nearly linear in the center, but curve towards asymptotes of one and zero, respectively, on the 
left and right. The graphs show that items with lower p-values (indicating a more difficult item 
that fewer students answered correctly) also had higher logit difficulties, and that items with 
higher p-values had lower logit difficulties (i.e., the p-value and logit scales are inversely 
related).  

The spread of the graph points is indicative of the dispersion of item difficulties in the 
operational items. The dispersion and coordinates of items are roughly similar across grades for 
mathematics.  

Common OE items are also graphed in Figure 12–1. These items appear with triangular markers. 
The OE items generally fall on the same curve as the MC items but subtle differences can occur. 
The OE items were placed on the MC item difficulty (p-value) scale—which ranges from 0.00 to 
1.00—by dividing the mean OE item score by the maximum OE score possible. Also, the MC 
items were calibrated concurrently. The OE items were placed on the MC scale in a separate step 
(i.e., MC items were concurrently calibrated, then anchored by programmatically fixing their 
values when the difficulties of OE items were estimated). More information about the scale 
linking procedure is provided in Chapter Fifteen. 
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Figure 12–1. 2010 P-Values on 2010 Logit Values 
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Item Difficulty-Student Ability Maps 

The distributions of the Rasch item logits (item difficulty estimates) are shown on the item 
difficulty-student ability maps presented in Figure 12–2. In each item-student map, markers on 
the left-hand side represent student ability values, whereas markers on the right-hand side 
represent item difficulty parameter estimates. As noted earlier, the Rasch model enables 
placement of both items and students on the same scale. Consequently, one can easily visualize 
information about how the difficulty of the test items related to the ability distribution of students 
who took the test. The students located in the upper left quadrant of any given plot have 
relatively more ability. Items in the lower right quadrant are relatively easier. High ability 
students have higher probabilities of correctly answering easier items. Similarly, low ability 
students (in lower left quadrant of any given plot) have lower probabilities of answering harder 
items (in upper right quadrant).  

Overall, the distribution of student ability was roughly comparable to the distribution of item 
difficulties. The mean ability of the students was comparable to the mean item difficulty. The 
range of student ability and item logit was also comparable. It is also important to understand 
where the items are providing more accurate measurement (e.g., near the cut scores or away from 
the cut scores). This issue is addressed more fully in Chapter Eighteen (see Figure 182). The 
OE items (“X’s”) were relatively more difficult than the MC items (“D’s”). However, the OEs 
provide more information for higher ability students. 
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Figure 12–2. Item-Student Maps 
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DECISION CONSISTENCY 

Classification consistency refers to the degree with which the achievement level for each student 
can be replicated upon retesting using an equivalent form (Huynh, 1976). In a standards-based 
testing program there should be great interest in knowing how accurately students are classified 
into performance categories. In contrast to Coefficient Alpha that is concerned with the relative 
rank-ordering of students, it is the absolute values of student scores that are important in decision 
consistency.  

Decision consistency answers the question: What is the agreement between the classifications 
based on two non-overlapping, equally difficult forms of the test? If two parallel forms of the test 
were given to the same students, the consistency of the measure would be reflected by the extent 
that the classification decisions made from the first set of test scores matched the decisions based 
on the second set of test scores. Consider Tables 18–4 and 18–5 below: 

Table 18–4. Pseudo-Decision Table for Two Hypothetical Categories 

  TEST ONE 

  LEVEL I LEVEL II MARGINAL 

T
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 
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Table 18–5. Pseudo-Decision Table for Four Hypothetical Categories 

  TEST ONE 

  LEVEL I LEVEL II LEVEL III LEVEL IV MARGINAL

T
E

S
T

 T
W

O
 

LEVEL I 
11

 
12

 
13

 
14

 
1●

 

LEVEL II 
21

 
22

 
23

 
24

 
2●

 

LEVEL III 
31

 
32

 
33

 
34

 
3●

 

LEVEL IV 
41

 
42

 
43

 
44

 
4●

 

MARGINAL 
●1

 
●2

 
●3

 
●4

 1 

 

If a student is classified as being in one category based on Test One’s score, how probable would 
it be that the student would be reclassified as being in the same category if he or she took Test 
Two (a non-overlapping, equally difficult form of the test)?  

The proportions of correct decisions,  for two and four categories are computed by the 
following two formulas, respectively: 

 = 
11

  + 
22 

 = 
11

  + 
22 

+ 
33 

+ 
44.

 

It is the sum of the diagonal entries—that is, the proportion of students classified by the two 
forms into exactly the same achievement level—that would signify the overall consistency. 

Since it is not feasible to repeat PSSA-M testing in order to estimate the proportion of students 
who would be reclassified in the same performance levels, a statistical model needs to be 
imposed on the data in order to project the consistency of classifications solely using data from 
the available administration (Hambleton and Novick, 1973). Although a number of procedures 
are available, two well-known methods were developed by Hanson and Brennan (1990) and 
Livingston and Lewis (1995) utilizing specific True Score Models. These approaches are fairly 
complex and the cited sources contain details regarding the statistical models used to calculate 
decision consistency from the single PSSA-M administration.  

Further Interpretations  

Several factors might affect decision consistency. One important factor is the reliability of the 
scores. All other things being equal, more reliable test scores tend to result in more similar 
reclassifications. Another factor is the location of the cut score in the score distribution. More 
consistent classifications are observed when the cut scores are located away from the mass of the 
score distribution. For example, when scores are close to being normally distributed, the mass is 
concentrated in the middle of the distribution, and thus, classifications tend to become more 
consistent when cut scores go up from 70 percent to 80 percent to 90 percent, or alternatively go 
down from 30 percent to 20 percent to 10 percent. The number of performance levels is also a 
consideration. Consistency indices for four performance levels should be lower than those based 
on two categories. This is not surprising since classification using four levels would allow more 
opportunity to change achievement levels; hence, there would be more classification errors with 
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four achievement levels, resulting in lower consistency indices. Lastly, some research has found 
that results from the Hanson and Brennan (1990) method on a dichotomized version of a 
complex assessment yields similar results to the Livingston and Lewis (1995) method (Stearns 
and Smith, 2007). 

Results and Observations 

The results for the overall consistency across all four performance levels as well as for the 
dichotomies created by the three cut scores are presented in Table 18–6. The tabled values—
derived using the program BB-Class (Brennan, 2004)—showed that consistency values across the 
two methods were generally very similar. The Hanson and Brennan values were equal to or just 
slightly higher than the Livingston and Lewis values (by about 0.01) in most cases.  

The overall decision consistency was generally in the mid 0.60s. It should be noted that the 
overall consistency indices (across all four performance levels) should logically be lower than 
those based on two categories (as discussed above).  

Regarding dichotomous decisions, the Basic-M cuts generally had the highest consistency values 
at the lower grade levels where most exceeded 0.90. The Advanced-M cuts had the highest 
consistency values at the higher grade levels where most exceeded 0.90. Proficient-M cut 
decision consistency values were in the low to mid 0.80s at all grade levels.  

As a point of comparison, recent general PSSA mathematics decision consistency values 
typically ranged from the Mid 0.90s to low 0.90s, with the Basic cut generally yielding the 
highest values and the Advanced cut yielding the lowest values. Overall consistency values were 
generally in the mid 0.70s. Thus, for the PSSA-M, some individual cut consistencies were as 
high as the generally PSSA, while the overall and Proficient-M cut consistencies were lower. 
The PSSA-M’s shorter test length and lower reliabilities may have been contributing factors in 
these cases. 

Table 18–6. Decision Consistency Results 

  Grade Method Overall BBas/Bas Bas/Prof Prof/Adv 

 

4 
HB 0.63 0.95 0.82 0.86 
LL 0.63 0.95 0.81 0.86 

5 
HB 0.65 0.93 0.81 0.90 
LL 0.64 0.93 0.81 0.90 

6 
HB 0.65 0.92 0.80 0.92 
LL 0.65 0.91 0.80 0.92 

7 
HB 0.68 0.91 0.83 0.93 
LL 0.66 0.90 0.83 0.93 

8 
HB 0.67 0.90 0.82 0.95 
LL 0.67 0.90 0.82 0.95 

11 
HB 0.63 0.84 0.84 0.95 
LL 0.63 0.84 0.84 0.95 

Note. Results derived using PSSA-M final data file (see Chapter Nine).  
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RATER AGREEMENT 

Because open-ended items are included on the PSSA-M, another source of random error is 
related to the scorers of those items. Frisbie (2005) noted that “test score reliability differs from 
scorer reliability” and that “the need for one kind of estimate cannot be satisfied by the other.” 
Additionally, the data most easily obtainable that captures this information comes from the “10 
percent read behinds” collected during the scoring process (see Chapter Eight for a description). 
Partly because of the way this data is obtained and reported (i.e., it’s not a ratio of true score 
variance over observed score variance), the term rater agreement is used here, not rater reliability 
or inter-rater reliability as these terms are somewhat misleading as explained above.  

Further Interpretations  

For the PSSA-M, only within-year consistency is available. In future administrations across-year 
rater consistency may be available for consideration as well.  

Results and Observations 

Within-year rater agreement information was provided in Chapter Eight. This information is 
reformatted in Table 18–7 for PSSA-M mathematics OE items. In addition, the percentages 
awarded to each score point are also presented in this table. The inter-rater agreement 
percentages (exact) generally ranged from the high 80s to high 90s. Validity indices generally 
ranged from the low 90s to high 90s. The tabled values are similar to results historically obtained 
for the general PSSA. 

Table 18–7. Inter-Rater Agreement and  
Percentage Awarded for Each Score Point for OE Items—Mathematics 

  
Inter-Rater 

Agreement % 
 

Percentage Awarded  
for Each Score Point % 

Grade Item Exact Adjacent Validity 0 1 2 3 4 B/NS 

4 
1 98 2 96 34 29 9 12 14 0 
2 100 0 92 31 32 21 9 6 0 

5 
1 96 4 89 61 21 8 7 2 1 
2 97 3 97 31 24 11 12 22 1 

6 
1 88 12 91 41 39 12 5 3 1 
2 99 1 91 16 54 21 7 1 1 

7 
1 96 4 96 26 30 16 17 11 1 
2 94 5 98 74 4 6 7 8 2 

8 
1 89 11 92 25 40 24 6 4 1 
2 87 13 98 33 37 16 10 3 2 

11 
1 93 7 94 49 35 7 2 3 4 
2 95 5 93 36 49 5 4 0 6 

Note: B = blank; NS=non-scoreable. For more information regarding validity, see the section on Handscoring 
Validity Process in Chapter Eight. 
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Chapter Nineteen: Validity 
As defined in the Standards for Educational and Psychological Testing (AERA, APA, & 
NCME, 1999), validity refers to “the degree to which evidence and theory support the 
interpretation of test scores entailed by proposed uses of tests” (p.9). The Standards provides a 
framework for describing the sources of evidence that should be considered when evaluating 
validity. These sources include evidence based on: 1) test content, 2) response processes, 3) the 
internal structure of the test, 4) the relationships between test scores and other variables, and 
5) the consequences of testing. In addition, when IRT models are used to analyze assessment 
data, validity considerations related to those processes should also be explored.  

The validity process involves the collection of a variety of evidence to support the proposed test 
score interpretations and uses. The entire technical report describes the technical aspects of the 
PSSA-M tests in support of their score interpretations and uses. Each of the previous chapters 
contributes important evidence components that pertain to score validation: test development; 
test administration; test scoring; item analysis; Rasch calibration, scaling, and linking; score 
reporting; and reliability. This chapter is used to summarize and synthesize the evidence based 
on the Standards’ framework. The purposes and intended uses of PSSA-M test scores are 
reviewed first and then each type of validity evidence is addressed in turn. 

PURPOSES AND INTENDED USES OF THE PSSA-M  

The Standards emphasize that validity pertains to how test scores are used. To help contextualize 
the evidence that will be presented below, the purposes of the PSSA-M will be reviewed first. As 
stated in Chapter One, the main purposes of the PSSA-M (as with the general PSSA) are to: 

 Provide students, parents, educators, and citizens with an understanding of student 
and school performance. 

 Determine the degree to which programs enable students to attain proficiency of 
academic standards.  

 Provide results to school districts, including charter schools, and Career and 
Technical Centers (CTCs) for consideration in the development of strategic plans.  

 Provide information to state policymakers, including the General Assembly, and the 
State Board, on how effective schools are in promoting and demonstrating student 
proficiency of the Academic Standards.  

 Provide information to the general public on school performance.  

 Provide results to school districts, including charter schools, and CTCs based on the 
aggregate performance of all students and for relevant subgroups, such as students 
with an IEP and for those without an IEP. 
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EVIDENCE BASED ON TEST CONTENT 

Test content validity evidence for the PSSA-M rests greatly on establishing a link between each 
piece of the assessment (i.e., the items) and what the students should know and be able to do as 
required by the Assessment Anchors, Eligible Content, and/or the Academic Content Standards. 
The PSSA-M tests are intended to measure students’ knowledge and skills described in the 
Assessment Anchors as defined by the Eligible Content for mathematics and thus the evidence 
supporting the alignment among the PSSA-M tasks and the Assessment Anchors as defined by 
the Eligible Content. 

Lane (1999) suggests taking the following steps to support the validity of an assessment, such as 
the PSSA-M: 

 Evaluate the degree to which the PSSA-M test specifications represent and align with 
the knowledge and skills described in the Assessment Anchors as defined by the 
Eligible Content for mathematics in terms of both content and cognitive processes. 

 Evaluate the alignment between the PSSA-M items and test specifications to ensure 
representativeness. 

 Evaluate the extent to which the curriculum aligns with the Assessment Anchors. If 
some contents are not included in the curriculum, then low scores on PSSA-M should 
not be interpreted as meaning that instruction was ineffective. 

 Conduct content reviews of the PSSA-M items using a panel of content experts to see 
whether they measure the intended construct or they are the sources of construct-
irrelevant variance. 

 Conduct fairness reviews of the items to avoid issues related to a specific 
subpopulation. 

 Evaluate procedures for administration and scoring such as the appropriateness of 
instructions to examinees, time limit for the assessment, and training of raters. 

 Submit operational tests to third-party independent reviews. 

Chapters 2–8 of this report present a considerable amount of evidence related to test content. As 
described in these chapters, all the PSSA-M items were developed and aligned with the 
Assessment Anchors and Eligible Content for mathematics following well-established 
procedures. After the items were developed, they underwent multiple rounds of content and bias 
reviews. After they were field tested, they were reviewed with respect to their statistical 
properties. Items selected for the operational assessment had to pass content, psychometric, and 
PDE reviews. Finally, the tests were administrated according to standardized procedures with 
allowable accommodations.  

Some efforts made to ensure content validity are summarized below: 

 DRC used Webb’s (1999) DOK model to ensure the PSSA-M items aligned with the 
Assessment Anchors, as defined by the Eligible Content, and the Academic Content 
Standards in terms of both content and cognitive levels.  

 DRC established detailed test and item/passage development specifications, and 
ensured the items were sufficient in number and adequately distributed across 
content, levels of cognitive complexity, and difficulty. 
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 DRC and WestEd selected qualified item writers and provided training to help ensure 
they wrote high-quality items. 

 Each newly-developed item was first reviewed by content specialists and editors at 
DRC or/and WestEd to make sure that all items measured the intended Assessment 
Anchors, as defined by the Eligible Content for mathematics. Appropriateness for the 
intended grade was also considered, as well as depth of knowledge, graphics, 
grammar/punctuation, language demand, and distractor reasonableness. 

 Prior to field testing, the test items were submitted to content committees (composed 
of Pennsylvania educators) for review using, but not limited to, the following 
categories: 

 Overall quality and clarity 

 Anchor, eligible content, and/or standard alignment 

 Grade-level appropriateness 

 Difficulty level 

 Depth of knowledge 

 Appropriate sources of challenge (e.g., unintended content and skills) 

 Correct answer 

 Quality of distractors 

 Graphics 

 Appropriate language demand 

 Freedom from bias 

 The items were also submitted to a Bias, Fairness, and Sensitivity Committee for 
review. This committee reviewed items for issues related to diversity, gender, and 
other pertinent factors.  

 Items passing all the prior hurdles were tried out in a field-test event. Several 
statistical analyses were conducted on the field test data including classical item 
analyses and distractor analyses. Items were once again carefully reviewed by DRC 
staff and a committee of Pennsylvania teachers with respect to their statistical 
characteristics.  

 The PSSA-M tests were administrated according to standardized procedures with 
allowable accommodations. Students were given ample time to complete the tests 
(i.e., there were no speededness issues). 

 As shown in Chapter Eight, the raters for OE items were carefully recruited and well 
trained. Their scoring was monitored throughout the scoring session to ensure that an 
acceptable level of scoring accuracy was maintained.  
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EVIDENCE BASED ON RESPONSE PROCESSES 

Response-process evidence is used to examine the extent to which the cognitive skills and 
processes employed by students match that identified in the test developer’s defined construct 
domains for all students and for each subgroup. Think-aloud procedures or Cognitive Interviews 
can be used to collect this type of evidence. In addition, when an assessment includes OE items, 
an examination of the extent to which the raters interpret and apply the scoring criteria accurately 
when assigning scores to students’ responses on OE items also provides validity of the response-
processes evidence. 

Cognitive Interviews were conducted in Pennsylvania schools between May 11 and May 19, 
2009. Information collected from these interviews was then used to aid decision-making in the 
strategies currently used to revise and/or enhance items for the PSSA-M to ensure that these 
enhancements would appropriately facilitate student access to the assessed content. See Chapter 
Three for information about the results of the Cognitive Interviews. For all the PSSA-M tests, 
well-organized scorer training and subsequent monitoring of rating accuracy helped ensure that 
raters strictly followed the scoring criteria and that no rubric-unrelated features significantly 
affected their scoring.  

EVIDENCE BASED ON INTERNAL STRUCTURE 

As described in the Standards (1999), internal-structure evidence refers to the degree to which 
the relationships among test items and test components conform to the construct on which the 
proposed test interpretations are based. For each PSSA-M test, one total test score as well as 
strand scores are reported (see Chapter Sixteen for more information about PSSA-M scores). 
Several dimensionality studies were conducted in order to provide internal-structure evidence 
relating to the use of both types of scores.  

Item-Test Correlations 

Item-test correlations were reviewed in Chapter Eleven. All values were positive. Although a 
few items had low correlations, the average correlation over all items appeared reasonable in 
magnitude.  

IRT Dimensionality 

Results from principle components analyses conducted using WINSTEPS were presented in 
Chapter Twelve. The PSSA-M mathematics tests were essentially unidimensional, providing 
evidence supporting interpretations based on the total scores for the respective PSSA-M tests.  

Strand Correlations 

Correlations and disattenuated correlations among strand scores within each subject area are 
presented below. Values were derived from the PSSA-M final data file (see Chapter Nine). This 
data can also provide information on score dimensionality that is part of internal-structure 
evidence. As noted in Chapter Three, the PSSA-M mathematics tests have five domains (denoted 
by M.A, M.B, M.C, M.D, and M.E).  

For each grade, Pearson’s correlation coefficients among these domains are reported in 
Tables 19–1a through 19–1f. The inter-correlations among the strands within the content areas 
were positive and generally moderate in value.  
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Table 19–1a. Correlations among Mathematics Strands for Grade 4 

 M.A M.B M.C M.D M.E
M.A -     
M.B 0.54 -    
M.C 0.39 0.28 -   
M.D 0.50 0.42 0.32 -  
M.E 0.47 0.39 0.38 0.45 - 

 

Table 19–1b. Correlations among Mathematics Strands for Grade 5 

 M.A M.B M.C M.D M.E
M.A -     
M.B 0.51 -    
M.C 0.38 0.38 -   
M.D 0.52 0.48 0.37 -  
M.E 0.43 0.38 0.38 0.44 - 

 

Table 19–1c. Correlations among Mathematics Strands for Grade 6 

 M.A M.B M.C M.D M.E
M.A -     
M.B 0.41 -    
M.C 0.44 0.36 -   
M.D 0.51 0.33 0.35 -  
M.E 0.50 0.32 0.39 0.41 - 

 
Table 19–1d. Correlations among Mathematics Strands for Grade 7 

 M.A M.B M.C M.D M.E
M.A -     
M.B 0.49 -    
M.C 0.53 0.45 -   
M.D 0.51 0.42 0.44 -  
M.E 0.46 0.38 0.43 0.40 - 

 

Table 19–1e. Correlations among Mathematics Strands for Grade 8 

 M.A M.B M.C M.D M.E
M.A -     
M.B 0.43 -    
M.C 0.37 0.34 -   
M.D 0.51 0.45 0.45 -  
M.E 0.44 0.39 0.39 0.52 - 
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Table 19–1f. Correlations among Mathematics, Strands for Grade 11 

 M.A M.B M.C M.D M.E
M.A -     
M.B 0.35 -    
M.C 0.37 0.37 -   
M.D 0.48 0.49 0.43 -  
M.E 0.39 0.36 0.36 0.50 - 

 

The correlations in Tables 19–1a through 19–1f are for the observed strand scores. These 
observed-score correlations are weakened by existing measurement error contained within each 
strand. As a result, disattenuating the observed correlations can provide an estimate of the 
relationships among strands if there were no measurement error. (An important caveat is 
provided further below.) The disattenuated correlation coefficients ( xyR ) can be computed by 

using the formula (Spearman 1904, 1910) below: 

yyxx

xy
xy

rr

r
R 

, 

where xyr is the observed correlation, and xxr and yyr are the reliabilities for Strand X and 

Strand Y. Tables 19–2a through 19–2f show the corresponding disattenuated correlations.  

Disattenuated correlations very near 1.0 might suggest that the same or very similar constructs 
are being measured. Values somewhat less than 1.0 might suggest that different strands are 
measuring slightly different aspects of the same construct. Values markedly less than 1.0 might 
suggest the strands reflect different constructs. 

Given that none of these strands have perfect reliabilities (see Chapter Eighteen), the 
disattenuated strand correlations are higher than their observed score counterparts. Within-
subject strand correlations varied considerably in value. Some within-subject correlations were 
very high (e.g., above 0.95). As noted above, extremely high disattenuated correlations suggest 
that the within-subject strands might be measuring essentially the same construct. This, in turn, 
suggests that some strand scores might not provide unique information about the strengths or 
weakness of students. 

On the other hand, there were some within-subject strand correlations that were somewhat lower 
than 1.0. For such strands, partial evidence is provided regarding the multidimensional structure 
of some tests and further supporting the validity of those specific strand scores. 

Table 19–2a. Disattenuated Strand Correlations for Mathematics: Grade 4 

 M.A M.B M.C M.D M.E
M.A -     
M.B 1.26 -    
M.C 0.73 0.85 -   
M.D 0.90 1.23 0.75 -  
M.E 0.76 1.01 0.80 0.90 - 
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Table 19–2b. Disattenuated Strand Correlations for Mathematics: Grade 5 

 M.A M.B M.C M.D M.E
M.A -     
M.B 0.98 -    
M.C 0.72 0.85 -   
M.D 1.17 1.29 0.97 -  
M.E 0.84 0.88 0.85 1.19 - 

 

Table 19–2c. Disattenuated Strand Correlations for Mathematics: Grade 6 

 M.A M.B M.C M.D M.E
M.A -     
M.B 0.97 -    
M.C 0.87 1.00 -   
M.D 0.99 0.90 0.82 -  
M.E 0.95 0.87 0.89 0.91 - 

 
Table 19–2d. Disattenuated Strand Correlations for Mathematics: Grade 7 

 M.A M.B M.C M.D M.E
M.A -     
M.B 1.00 -    
M.C 1.03 0.95 -   
M.D 0.98 0.89 0.87 -  
M.E 0.89 0.81 0.85 0.79 - 

 

Table 19–2e. Disattenuated Strand Correlations for Mathematics: Grade 8 

 M.A M.B M.C M.D M.E
M.A -     
M.B 0.99 -    
M.C 0.77 0.74 -   
M.D 1.03 0.95 0.85 -  
M.E 0.89 0.84 0.76 0.98 - 

 

Table 19–2f. Disattenuated Strand Correlations for Mathematics: Grade 11 

 M.A M.B M.C M.D M.E
M.A -     
M.B 1.14 -    
M.C 0.96 1.25 -   
M.D 0.91 1.23 0.86 -  
M.E 0.93 1.14 0.89 0.91 - 
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It should be noted that much caution is needed in interpreting the disattenuated results because 
the reliabilities used to calculate the disattenuated correlations are subject to both upward and 
downward biases. (These are discussed in some detail in Chapter Eighteen.) Consequently, some 
of the values tabled above may be higher or lower than they should be, depending on which bias 
prevails for any given pair of strand scores. When the reliabilities are lower than they should be, 
the disattenuated correlations will be inflated (and in many instances appear larger than the 
theoretical correlation maximum value of 1.0).  

Exploratory Factor Analysis 

In order to further explore the internal structure of the PSSA-M, an exploratory factor analysis 
(EFA) of the mathematics’ strand scores was conducted. The PSSA-M final data file (see 
Chapter Nine) was used to create the observed correlation matrices shown in Tables 19–1a 
through 19–1g, which in turn were used in the EFAs. In SPSS, Principle Axis Factor extraction 
was utilized with an oblique rotation (Promax) of the initial factor solution to improve 
interpretability. Oblique rotations allow for correlated factors which seemed more appropriate for 
the PSSA-M tests because of apriori expectations that academic achievement across subject areas 
should be correlated.  

Table 19–3 presents the eigenvalues and the explained variance for the extracted factors for the 
Grade 4 PSSA-M test. The Scree Plot graphing the eigenvalues against the factor number is 
shown in Figure 19–1. The first factor accounted for over 50 percent of the total variance, while 
the second factor explained about 15 percent of the total variance. Only the first factor had an 
eigenvalue greater than 1.0, typically suggesting a one-factor solution using the Kaiser criterion. 
Also, the one-factor solution did not yield many large fitted residual values in the reproduced 
correlation matrix (i.e., only 1 of 10 residuals was greater than 0.05). 
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Table 19–3. Eigenvalues and Explained 
Variance for Grade 4 

Figure 19–1. Scree Plot for Grade 4 

 

Factor Eigenvalue % 

1 2.669 53.374 
2 0.757 15.131 
3 0.604 12.071 
4 0.539 10.776 
5 0.432 8.648 

 

The loadings resulting from one-factor solution are presented in Table 19–4a. The loadings were 
reasonably high.  

Table 19–4a. Factor Loadings for Grade 4 

 Factor 
Domain 1 

Mathematics  
M.A .774 
M.B .635 
M.C .503 
M.D .663 
M.E .648 

 

Similar results were found at the other grades. The eigenvalue scree plots consistently indicted a 
one-factor solution. (The eigenvalues and explained variances are not shown for the other grades 
due to space considerations.) Factor loadings are reported in Tables 19–4b through 19–4f for the 
remaining grades.  

Table 19–4b. Factor Loadings for Grade 5 

 Factor 
Domain 1 

Mathematics  
M.A .730 
M.B .674 
M.C .551 
M.D .706 
M.E .611 
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Table 19–4c. Factor Loadings for Grade 6 

 Factor 
Domain 1 

Mathematics .773 
M.A .538 
M.B .593 
M.C .629 
M.D .639 
M.E .773 

 

Table 19–4d. Factor Loadings for Grade 7 

 Factor 
Domain 1 

Mathematics  
M.A .771 
M.B .636 
M.C .693 
M.D .653 
M.E .607 

 

Table 19–4e. Factor Loadings for Grade 8 

 Factor 
Domain 1 

Mathematics  
M.A .669 
M.B .599 
M.C .574 
M.D .764 
M.E .666 

 

Table 19–4f. Factor Loadings for Grade 11 

 Factor 
Domain 1 

Mathematics  
M.A .612 
M.B .606 
M.C .581 
M.D .788 
M.E .619 
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Taken as a whole, all the internal structure evidence presented above generally indicates that 
related elements of each of the PSSA-M mathematics tests were correlated in the intended 
manner. Studies in future years will investigate whether different PSSA-M subject area tests 
seem to measure different constructs.  

Since the strands in each content area will be designed to measure distinct components, it is 
reasonable to expect that the inter-subject strand correlations should be positive and strong, but 
ideally, not extremely high. While there is content rationale underlying the creation of each 
strand score, the empirical correlations will provide additional evidence about the reasonableness 
of using strand scores as a way to identify an individual student’s strengths and weaknesses. As 
of now, instructional programs should not be based on strand score information alone, but used 
only in conjunction with other sources of evidence available (e.g., teacher observations and other 
exam performance).  

Differential Item Functioning 

Differential item functioning (DIF) occurs when examinees with the same ability level but 
different group memberships do not have the same probability of answering the item correctly. 
This pattern of results may suggest the presence of item bias. As a statistical concept, however, 
DIF can be differentiated from item bias, which is a content issue that can arise when an item 
presents negative group stereotypes, uses language that is more familiar to one subpopulation 
than to another, or is presented in a format that disadvantages certain learning styles. While the 
source of item bias is often plain to trained judges, DIF may have no clear cause. However, 
studying how DIF arises and how it presents itself has an effect on how to detect and correct it. 

LIMITATIONS OF STATISTICAL DETECTION 

No statistical procedure should be used as a substitute for rigorous, hands-on reviews by content 
and bias specialists. The statistical results can help organize the review so the effort is 
concentrated on the most problematic cases. Further, no items should be automatically rejected 
simply because a statistical method flagged them or accepted because they were not flagged. 

Statistical detection of DIF is an inexact science. There have been a variety of methods proposed 
for detecting DIF, but no one statistic can be considered either necessary or sufficient. Different 
methods are more or less successful depending on the situation. No analysis can guarantee that a 
test is free of bias, but almost any thoughtful analysis will uncover the most flagrant problems. 

A fundamental shortcoming of all statistical methods used in DIF evaluation is that all are 
intrinsic to the test being evaluated. If a test is unbiased overall but contains one or two DIF 
items, any method will locate the problems. If, however, all items on the test show consistent 
DIF to the disadvantage of a given subpopulation, a statistical analysis of the items will not be 
able to separate DIF effects from true differences in achievement. 

MANTEL-HAENSZEL PROCEDURE FOR DIFFERENTIAL ITEM FUNCTIONING 

The Mantel-Haenszel procedure for detecting differential item functioning is a commonly used 
technique in educational testing. It does not depend on the application or the fit of any specific 
measurement model. However, it does have significant philosophical overlap with the Rasch 
model since it uses a test’s total score to organize the analysis. 
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The procedure as implemented by DRC contrasts a focal group with a reference group. While it 
makes no practical difference in the analysis which group is defined as the focal group, the group 
most apt to be disadvantaged by a biased measurement is typically defined as the focal group. In 
these analyses, the focal group was female for gender-based DIF and black for ethnicity-based 
DIF; reference groups were male and white, respectively. The Mantel-Haenszel (MH) statistic 
(Mantel & Haenszel, 1959) for each item is computed from a contingency table. It has two 
groups (focal and reference) and two outcomes (right or wrong). The ability groups are defined 
by the test’s score distribution for the total examinee populations. 

The basic MH statistic is a single degree of freedom chi-square that compares the observed 
number in each cell to the expected number. The expected counts are computed to ensure that the 
analysis is not confounded with differences in the achievement level of the two groups. 

For OE items, a comparable statistic is computed based on the standardized mean difference 
(SMD) (Dorans, Schmitt & Bleistein, 1992), computed as the differences in mean scores for the 
focal and reference groups if both groups had the same score distribution. 

To assist the review committees in interpreting the analyses, the items are assigned a severity 
code based on the magnitude of the MH statistic. Items classified as A+ or A- have little or no 
statistical indication of DIF. Items classified as B+ or B- have a moderate indication of DIF but 
may be judged to be acceptable for future use. Items classified as C+ or C- have strong evidence 
of DIF. The plus sign indicates that the item favors the focal group and a minus sign indicates 
that the item favors the reference group. 

Counts of the number of items from each grade and content area that were assigned to each 
severity code are shown below in Table 19–5a (MC items) and 19–5b (OE items). DIF analyses 
were conducted only on operational items. Only a handful of items reached the C magnitude18.  

Table 19–5a. DIF Summary—MC Items 

  Male/Female White/Black 
A+ A- B+ B- C+ C- Tot A+ A- B+ B- C+ C- Tot 

4 15 15 0 0 0 0 30 13 16 0 1 0 0 30 
5 13 14 1 1 0 1 30 13 16 0 0 0 1 30 
6 15 15 0 0 0 0 30 15 13 0 2 0 0 30 
7 20 7 0 1 0 2 30 12 17 0 1 0 0 30 
8 14 14 1 1 0 0 30 16 14 0 0 0 0 30 

11 19 7 0 4 0 0 30 9 21 0 0 0 0 30 
 

  

                                                 
18 These results are based on the final data set as described in Chapter Nine. Nearly all PSSA-M items are modified 
versions of general PSSA items that were previously screened for DIF and approved for use on the general 
assessment. 
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Table 19–5b. DIF Summary—OE Items 

Male/Female White/Black 
A+ A- B+ B- C+ C- Tot A+ A- B+ B- C+ C- Tot 

4 1 1 0 0 0 0 2 0 2 0 0 0 0 2 
5 2 0 0 0 0 0 2 1 0 1 0 0 0 2 
6 1 1 0 0 0 0 2 1 1 0 0 0 0 2 
7 1 1 0 0 0 0 2 2 0 0 0 0 0 2 
8 0 2 0 0 0 0 2 0 2 0 0 0 0 2 
11 1 1 0 0 0 0 2 1 1 0 0 0 0 2 

 

EVIDENCE BASED ON CONSEQUENCES OF TESTING 

Based on the Standards (1999), evidence of the consequences of implementing an assessment 
program is an additional source of validity information. One must investigate both positive and 
negative (intended and unintended) consequences of score-based inferences to fully evaluate the 
pool of validity evidence.  

Lane and Stone (2002) summarized the general intended consequences for state assessments and 
accountability programs: 

 Student, teacher, and administrator motivation and effort. 

 Curriculum and instruction practices (including content and strategies). 

 Improved learning for all students. 

 Content and format of classroom assessments. 

 Professional development support. 

 Use and nature of test preparation activities. 

 Student, teacher, administrator, and public awareness and beliefs about the 
assessment, criteria for judging performance, and the use of assessment results. 

Evidence for the intended improvement of student learning can be seen by looking at the 
increasing percentage of students who are Proficient-M or Advanced-M across years. The 
following tables provide the percentages of students who are Proficient-M or Advanced-M by 
grade, year, and subject. Values were derived from the PSSA-M final data file (see Chapter 
Nine). As this was the first administration of the PSSA-M mathematics test, results will need to 
be monitored overtime using these results as the baseline. 
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Table 19–6a. Percentage of Students Scoring  
in the Proficient-M or Advanced-M Category: Mathematics19 

Grade PSSA-M 2010 PSSA 2010 
4 59.5 84.8 
5 51.0 74.4 
6 48.1 78.0 
7 41.3 78.0 
8 40.8 75.1 
11 33.2 59.6 

 

Lane and Stone (2002) also summarized the possible unintended outcomes: 

 Narrowing of curriculum and instruction to focus only the specific standards assessed 
and ignoring the broader construct reflected in the specified standards. 

 The use of test preparation materials that are closely linked to the assessment without 
making changes to instruction. 

 The use of unethical test preparation materials or administration procedures. 

 Differential performance gains for subgroups of students. 

 Inappropriate or unfair uses of test scores, such as questionable practices in 
reassignment of teachers or principles. 

 For some students, decreased confidence and motivation to learn and to perform well 
on the assessment because of past experiences with assessments. 

As noted above, one important piece of consequential evidence pertains to the use of assessment 
results. As shown in Chapter Sixteen, there are several different types of scores and score reports 
used for the PSSA-M. The extent to which various groups of users (e.g., students, teachers, and 
parents) interpret these scores and reports appropriately would affect the validity of subsequent 
uses of these results. Chapter Sixteen of this technical report is intended to provide accurate and 
clear test score and report information with the hope that this will help users avoid unintended 
uses and interpretations of the PSSA-M results. Nevertheless, evidence pertaining to other 
consequences of the PSSA-M needs continued research.  

  

                                                 
19 These are not the final official results as the appeals process was still ongoing at the time this report was written. 
Official results will be posted on PDE’s website. PSSA results added for reference purposes. 
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EVIDENCE RELATED TO THE USE OF THE RASCH MODEL 

Since the Rasch model is the basis of all calibration, scaling, and linking analyses associated 
with the PSSA-M, the validity of the inferences from these results depends on the degree to 
which the assumptions of the model are met as well as the fit between the model and test data. 
As discussed at length in Chapter Twelve, the underlying assumptions of Rasch models were 
essentially met for all the PSSA-M data, indicating the appropriateness of using the Rasch 
models to analyze the PSSA-M data. 

In the future, the Rasch model will be used to link different operational PSSA-M tests across 
years. The accuracy of the linking will also affect the accuracy of student scores and the validity 
of score uses. As described in Chapter Fifteen, DRC Psychometric Services staffers will follow a 
well-prescribed linking procedure.  

VALIDITY EVIDENCE SUMMARY 

Validity evidence related to test content was reviewed earlier in this chapter. On the whole, the 
early chapters of this technical report show that a strong link can be established between each 
PSSA-M item and its associated eligible content. Details regarding how the PSSA-M operational 
assessments were assembled to reflect the state content standards and detailed information 
regarding educator reviews (including content, bias, and sensitivity reviews) are presented in 
Chapter Three.  

Validity of score inferences is bolstered when test scores are consistent. Here, the reliabilities of 
the total test scores (presented in Chapter Eighteen) were on the low end of the adequate range. 
Considering the length of the tests and the relatively homogeneous achievement level of test 
takers, the reported values are reasonable.  

As reported above, differential item functioning (DIF) with respect to gender and ethnicity helps 
address construct-irrelevant variance, which represents an important threat to the validity of 
inferences made from achievement test scores. Only a very small percentage of items was 
flagged for severe DIF.  
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